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Foreword

It is my great honor and pleasure to write the foreword for this state-of-the-art
book ‘‘Advanced and Intelligent Control in Power Electronics and Drives.’’
The control of power electronics and drives is a complex and multidisciplinary
field. As it is not sufficient to describe power electronics as well as electrical drives
by simple and linear transfer functions, a detailed knowledge of these systems is
necessary to control them properly.

The 11 chapters of the book are divided into three parts: Advanced Power
Electronic Control in Renewable Energy Sources (Chaps. 1–4), Predictive Control
of Power Converters and Drives (Chaps. 5–7), and Neuro and Nonlinear Control
of Power Converters and Drives (Chaps. 8–11). The first two chapters are
co-authored by world-renowned expert in so-called renewable energy applications
Prof. Frede Blaabjerg. The introduction to this field of energy conversion is
followed by a report on modern control strategies for wind power and photovoltaic
applications. Chapters dealing with the control of grid side converters and on fault
diagnosis in the respective converters are a reasonable completion of this part.
The Part II of the book begins with chapters providing a highly interesting
overview of predictive control strategies, which is co-authored by young emerging
specialist Dr. Tobias Geyer. The next chapter deals with a couple of very inter-
esting applications for predictive control algorithms; this chapter is co-authored by
world-known specialist Prof. José Rodríguez and Prof. Haitham Abu-Rub. The last
chapter of this part is co-authored by Teresa Orłowska-Kowalska, who is also
known worldwide for being an expert in the area of predictive control. Here the
application of predictive control to a mechanical system is presented. The Part III
of the book is dedicated to research activities of several Institutes in Poland
dealing with neuro and nonlinear control strategies. After introducing chapter co-
authored by Teresa Orłowska-Kowalska, which explains the fundamental concepts
and ideas behind this class of nonlinear control, this part contains chapters on
control strategies of Voltage Source Inverters (VSI) and Multilevel Inverters.
These types of power electronic converters are widely used and highly interesting
for industry today. The final chapter discusses and presents discontinuous control
methods for induction motor drives, which is a rather special topic, but never-
theless a valuable completion of this part.

The work gives a highly valuable overview on modern nonlinear control
strategies for power electronics and AC drives. It discusses several aspects of the
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authors’ current research containing innovative and original concepts. A good
description style as well as good illustrations make the book easy to read and
attractive for researchers, engineering professionals, and graduate students of
Electrical Engineering and Power Electronics.

I would like to express my appreciation for the initiative taken by the editors in
this timely book to cover a rather new, but in the long term very essential area of
power electronics control. The Editors obviously succeeded in publishing an
impressive collection of reports belonging to the edge of research. This work is
directing to a field getting more and more importance and providing better
understanding of ‘‘Advanced and Intelligent Control in Power Electronics and
Drives’’—hopefully it will contribute to the creation of even more new solutions
with high further research and application potential.

Germany Ralph Kennel
Technische Universität München
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Preface I

Power electronics and variable frequency drives are continuously developing
multidisciplinary fields in electrical engineering, and it is practically not possible
to write a book covering the entire area by one individual specialist. Especially, as
recently we observe fast-development in neighboring fields like control theory,
computational intelligence, and signal processing, which all strongly influence
new solutions in control of power electronics and drives. Therefore, the book is
written by key specialists working in the area of modern advanced control methods
that penetrate current implementation of power converters and drives. Although
some of the presented methods are still not adopted by the industry, they create
new solutions with high further research and application potential.

The material of the book is presented in the following three parts:
Part I: Advanced Power Electronic Control in Renewable Energy Sources

(Chaps. 1–4),
Part II: Predictive Control of Power Converters and Drives (Chaps. 5–7),
Part III: Neurocontrol and Nonlinear Control of Power Converters and Drives

(Chaps. 8–11).
In Chap. 1 the state-of-the-arts of renewable energy are reviewed in respect to

the installed power and market share, where wind power and photovoltaic power
generation are the focus due to the fast growing speed and large share of installed
capacity. Some basic principles of operation, mission profiles, as well as power
electronics solutions and corresponding controls are discussed, respectively, in the
case of wind power and photovoltaic power systems. Finally, a few development
trends for renewable energy conversion systems are also given from a power
electronics point of view. It is concluded that as the quick development of
renewable energy, wind power and PV power both show great potential to be
largely integrated into the power grid. Power electronics is playing an essential
role in both systems to achieve more controllable, efficient, and reliable energy
production—which is crucial for the cost reduction and spread use of renewable
energies, because their fluctuated and unpredicted features are un-preferred for the
operation of the power grid. Meanwhile, there are also some other emerging
challenges and considerations in the renewable energy conversion systems, calling
for more advanced controls as well as configurations of power electronics
converters.
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Chapter 2 presents advanced control of photovoltaic and wind turbine power
systems, which can enable power conversion efficiently and reliably. For both PV
and wind turbine power systems, advanced controls are addressed in order to
enhance the integration of those technologies. Related grid demands have been
presented first, where much more attention has been paid on specific requirements,
like Low Voltage Ride-Through (LVRT) and reactive power injection capability.
To perform the functions of such systems, advanced control strategies are pre-
sented with much more emphasis on the LVRT operation with reactive power
injection for both single-phase and three-phase systems. Other advanced control
strategies like constant power generation control for PV systems to further increase
the penetration level, and the improvements in LVRT performance for a doubly
fed induction generator-based wind turbine system by means of hardware pro-
tection solutions are also discussed in this chapter.

In Chap. 3 operation of a reliable control method of a Grid Connected Con-
verter (GCC) under grid voltage disturbances is presented. As GCC authors
understand, power electronic AC-DC converter with AC side filter and DC-link
capacitor operate as an interface between the electrical grid and Active Loads
(AL). The chosen modeling approach of a GCC is discussed and the example of
passive components calculation is provided. Next, a brief review of a basic GCC
control method is described. A new reliable (robust to selected grid voltage dis-
turbances such as dips, higher harmonics) control method is proposed—Robust
Direct Power Control with Space Vector Modulation (RDPC-SVM). This new
control method can assure sinusoidal like and balanced AC current in extremely
distorted grid voltage. Moreover, the quality of current and power is considerably
improved in comparison to classical methods. Hence, the negative impact of the
GCC on the grid voltage is significantly reduced, i.e.,: lower Total Harmonics
Distortion (THD) factor of the grid current, more accurate control of active and
reactive power flow assure good quality of integration with the grid even, in case
of increased impedance within operation limits.

At the end of Part I, Chap. 4 discusses the faults and diagnosis systems in power
converters used in renewable energy systems and drive systems. Increasing efforts
have been put to improve these systems in terms of reliability in order to achieve
high power, source availability, reduce the cost of energy, and also increase the
reliability of overall systems. The chapter describes failures in power converters,
like a power device and a capacitor faults, as well as their detection in order to do
fault handling and still be able to run a power electronic system, increasing the
reliability of power electronics. In this chapter, the diagnosis methods for power
device faults are discussed by dividing them into open- and short-circuit faults.
Then, the condition monitoring methods of DC-link electrolytic capacitor are also
introduced. The chapter is supported with a number of examples including the
three-level NPC converter.

Part II of this book is focused on predictive control methods applied in power
electronics and drive systems.

Chapter 5 introduces the reader to basic principles and methods of model
predictive control with a view toward applications in power electronics and drives.
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The simplest predictive control formulations use horizon-one cost functions, which
can be related to well-established dead-beat controllers. Model predictive control
using larger horizons has the potential to give significant performance benefits, but
requires more computations at each sampling instant to solve the associated
optimization problems. For particular classes of system models, practical algo-
rithms are discussed, which make long-horizon predictive control suitable for
power electronics.

Chapter 6 presents a general application of predictive control in power elec-
tronics. The analyzed application is an energy conversion system from alternate
current to direct current and to alternate current again. This example has been
carefully selected because a number of predictive control principles can be clearly
explained using this topology and later expanded to a wide variety of converter
topologies. The chapter includes mathematical models and a clear presentation of
the advanced control strategies. The results show that the use of predictive control
introduces a conceptually different solution which allows for the control of elec-
trical energy without using pulse-width modulation and linear controllers.

In Chap. 7 a long-horizon Model Predictive Control strategy for speed regu-
lation of a drive system with an elastic transmission is applied. Torsional vibra-
tions caused by elastic connection of the driven motor and loading machine are
evident in many industrial drive systems: starting from traditional rolling-mill
drives, conveyer bell drives, machines for paper and textile industry, deep space
antenna drives, the windmill generators, modern servo drives, and robotic appli-
cations. The flexible modes affect the performances of the drive, and in some
situations can even lead to the failure of the entire drive system. The mathematical
model and short characteristic of the control problems of such drive system are
given in the chapter. Next, the advanced methodology for robust control strategy
design is presented, based on suitable selection of the explicit form of MPC, which
enables the drive’s safety and physical limitations to be directly incorporated into
control algorithm synthesis. The simulation and experimental results show that the
long-horizon MPC is very effective in torsional vibration damping and controlling
the load speed of the drive system with elastic coupling for a wide-range of the
changes of the load side inertia, ensuring a suitable dynamics and constraints
fulfillment.

Part III of this book consists of four chapters which concern the application of
artificial intelligence and nonlinear control methods for power converters and drive
systems.

In Chap. 8 basic principles of neurocontrol are revised and discussed from the
point of view of application in converter-fed drive systems. The neural network
structures used as neural controllers are classified into two groups: off-line and on-
line trained controllers. From the point of view of drive system uncertainties,
caused by simplifying assumptions under mathematical model formulation, errors
in drive parameters identification, and changes in the models and their parameters
under different operation conditions, on-line adaptive neural controllers are rec-
ommended for practical applications. Different neural structures and their on-line
training methods are discussed. The chosen neurocontrollers are verified in
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simulation and experimental tests for converter-fed drives with rigid and resilient
mechanical connections between the driving motor and loading machine.

Chapter 9 presents the application of a particle swarm optimization (PSO) to a
controller tuning in selected power electronic and drive systems. An example of
PSO used for optimization of selected learning parameters in the adaptive neural
network-based online trained speed controller for urban vehicle (3D problem) is
presented. Next, this algorithm is applied to selecting penalty factors in the LQR
with augmented state for a three-phase four-leg sine wave inverter (15D problem).
It is demonstrated for these case studies why and where the PSO, or any other
similar population-based stochastic search algorithm can be beneficial. This
chapter illustrates that in some cases it is relatively easy to reduce the non-
straightforward controller tuning tasks into the objective function selection prob-
lem and automatically determine the relevant controller parameters by the PSO.

Chapter 10 is devoted to the Space Vector Modulation (SVM) in three-phase
three-level flying capacitor converter-fed adjustable speed drive. First the classical
and adaptive SVM, which minimizes number of switching and thus reduces the
switching losses in FCC are described. Next, elimination of DC sources unbalance
in full range of operation of the Voltage Source Converters and minimization of
the flying capacitor voltage pulsation is presented. Taking into account the
requirements of the demanding drive application, like low speed operation without
phase current distortion and high speed operation over the linear range of the
converter with reference output voltage amplitude, the additional features for both
modulation techniques: the dead-time effect and semiconductor devices voltage
drop compensation as well as the overmodulation algorithm are shown.

In the last Chap. 11 several applications of nonlinear control methods for
induction motor drive are described, such as feedback linearization (FLC) and
sliding mode control (SMC). The FLC guarantees the exact decoupling of the
motor speed and rotor flux control. Thus this control method gives a possibility to
get very good behavior in both dynamic and steady states. The SMC approach
assures direct control of inverter legs and allows using a simple table instead of
performing complicated PWM calculation. Moreover, the SMC is robust to drive
uncertainties. Thus the SMC and FLC, both together and separately, offer an
interesting perspective in the converter-fed drive applications, and these approa-
ches are also a good alternative to other solutions, such as predictive and adaptive
systems, and soft computing-based methods.

The book has strong monograph attributes and is intended for engineers,
researchers, and students in the field of power electronics and drives who are
interested in the use of advanced control methods and also for specialists from the
control theory area who like to explore new areas of applications. Some parts of
the content can be considered as part of graduate and undergraduate studies in
electrical engineering, robotics, and mechatronics faculties.

We would like to express our sincere thanks to the chapter contributors for their
enthusiastic response, cooperation, and timeliness. Special thanks is directed to
Prof. Janusz Kacprzyk, the Editor of Springer Book Series ‘‘Studies in Compu-
tational Intelligence’’ for his interest and motivation to write this book. Thanks
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also to Dr. Thomas Ditzinger and Dr. Leontina Di Cecco, both from Springer
Applied Sciences and Engineering, for support during implementation of this
project. Finally, we are very thankful to our families for their cooperation.

Wrocław, Poland Teresa Orłowska-Kowalska
Aalborg East, Denmark Frede Blaabjerg
Valparaíso, Chile José Rodríguez
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Preface II

It is our great honor and pleasure to dedicate this
book to Prof. Marian P. Kaźmierkowski on the
occasion of his 70th anniversary. He is one of the
most prominent and world-recognized researchers in
the area of industrial electronics, power electronics,
and electrical drives. His professional and scientific
career has been associated with the Institute of
Control and Industrial Electronics of the Warsaw
University of Technology. There, having completed
his Ph.D. studies (1969–1972), he continued research
as assistant professor (since 1973), associated pro-
fessor (since 1988), and next full professor (since
1995). In 1987–1990 and in 1996–2008 he was

Director of the Institute of Control and Industrial Electronics and now he still holds
the position of full professor there. He has also cooperated with the Electrotech-
nical Institute in Warsaw-Miedzylesie, as a researcher in 1967–1969, and since
1996—as professor-consultant and member of the Scientific Board.

In the years 1980–1982 he was granted the Humboldt Foundation scholarship at
the RTWH Aachen (Germany) and later completed there a 2-year DFG scientific
research project. Later, he was often invited as visiting professor to various uni-
versities: NTH Trondheim (Norway), University of Minnesota, Minneapolis
(USA), University of Padova (Italy), University of Aalborg (Denmark), University
of Bologna (Italy), ENSEEIHT/LEEI Toulouse (France), University of Sevilla,
LSE/ENIT Tunis, Texas A&M University at Qatar, Doha.

The main areas of his interest include problems of vector control of the con-
verter-fed induction motor and permanent magnet synchronous motor drives,
including real-time sensorless control, new topologies of multilevel converters,
modulation techniques focused on current control, active rectifiers with unity
power factor, artificial intelligence and predictive control applications in power
electronics, advanced control methods of power electronics devices for renewable
energy systems, and recently also contactless energy transfer systems. To all these
topics Prof. Kaźmierkowski has contributed with important publications (more
than 400 papers in peer review journals and conference proceedings) and 11 books.
Among the most popular books are: Automatic Control of Converter fed Drives,
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ELSEVIER-PWN, 1994, and Control in Power Electronics, Academic Press,
USA, 2002.

Professor Kaźmierkowski has been active in cooperation with the industry
(ABB Research Centre, Krakow; APATOR, Torun; Huettinger Electronics,
Warsaw; TWERD, Torun) and has been granted 16 patents. He has also conducted
many research projects, international (5): Maria Sklodowska-Curie Found II,
NSF-PAN Phare-SCI-TECH II; the V and VI European Union Framework, and
national (15) founded by: the Committee of Scientific Research (KBN), Ministry
of Science and Higher Education, Foundation of Polish Science, National Centre
for Research and Development.

The activities of Prof. Kaźmierkowski in research and education have been
appreciated by the highest scientific committees in Poland. He was elected a
Member of the T-10 Council for Research Projects Evaluation in Electrical Energy
and Measurements, the Ministry of Science and Technology (KBN), Warsaw,
(1996–2004). In 1993 he became a member of the Electrical Engineering Com-
mittee of the Polish Academy of Sciences, and in 1999–2011 he was the chairman
of the Power Electronics and Electrical Drives Section of this Committee. In 2007
he was elected a corresponding member of the Polish Academy of Sciences and
since 2011 he has been the Dean of the Division IV Engineering Sciences of this
Academy.

In his international activities he served as Vice-President for Publications of the
IEEE Industrial Electronics Society 1999–2001 Editor-in-Chief (2004–2006) and
the Past Editor-in-Chief (2006–2009) of the IEEE Transactions on Industrial
Electronics. Currently, he is member of the editorial boards of international
journals: IEEE Transactions on Industrial Electronics, IEEE Transactions on
Industrial Informatics, IEEE Industrial Electronics Magazine, Bulletin of the
Polish Academy of Science, Technical Science (Warsaw, Poland), Journal of
Power Electronics (JPE—Seoul, Korea), Acta Electrotechnica et Informatica
(Technical University of Košice, Slovak Republic). Since 1996 he is an active
member of Power Electronics and Motion Control Council (EPE-PEMC) orga-
nizing series of PEMC conferences in East and Middle Europe.

For outstanding papers in international journals and activity in the IEEE Prof.
Kaźmierkowski has received a number of international awards and distinctions,
just to mention: IEE F.C. Williams Premium—for the best paper 1989 (UK); Best
Paper Award at the Conf. IEEE-IECON’2000 in Nagoya (Japan); 2013 Best Paper
Award in the IEEE Industrial Electronics Magazine (USA); Dr. Eugene Mittel-
mann Achievements Award—IEEE Industrial Electronics Society 2005; IEEE
Industrial Electronics Society Anthony J. Hornfeck Service Award, 2007. Also, in
Poland he was honored with prestigious awards, including Research Award of
Siemens (2007) and the Technical Science Subsidies by the Polish Science
Foundation (FNP) in 2001–2004. In 1998, he received the Fellow Member Grade
of the IEEE, USA; in 2001 he was elected the member of the International
Academy of Electrotechnical Sciences—Moscow, Russia, and in 2010—Honorary
Member of Hungarian Academy of Science. He has been granted honorary doc-
torates of European universities, like: University of Aalborg, Denmark (2004),
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Institute National Politechnique Toulouse (INPT), France (2010), and the
University of Zielona Gora, Poland (2012).

Professor Kaźmierkowski is undoubtedly one of the greatest scientists
specializing in power electronics and electrical drives. He is an outstanding
lecturer, warmly remembered by many generations of students and conference
participants. On his 70th birthday, we wish him all the best—many happy years to
come, with continuous scientific success and satisfaction of his and his students’
achievements in the field of power electronics and electrical drives.

Wrocław, Poland Teresa Orłowska-Kowalska
Aalborg East, Denmark Frede Blaabjerg
Valparaíso, Chile José Rodríguez
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Chapter 1
Introduction to Renewable Energy
Systems

Ke Ma, Yongheng Yang and Frede Blaabjerg

Abstract In this chapter, the state-of-the-arts developments of renewable energy
are reviewed in respect to the installed power and market share, where wind power
and photovoltaic power generation are the main focuses due to the fast growing
speed and large share of installed capacity. Some basic principles of operation,
mission profiles, as well as power electronics solutions and corresponding controls
are discussed respectively in the case of wind power and photovoltaic power
systems. Finally a few development trends for renewable energy conversions are
also given from a power electronics point of view. It is concluded that as the quick
development of renewable energy, wind power and PV power both show great
potential to be largely integrated into the power grid. Power electronics is playing
essential role in both of the systems to achieve more controllable, efficient, and
reliable energy production—which is crucial for the cost reduction and spread use
of renewable energies, because their fluctuated and unpredicted features are
un-preferred for the operation of the power grid. Meanwhile there are also some
emerging challenges and considerations in the renewable energy conversion
system, calling for more advanced controls as well as configurations of power
electronics converter.

Due to the shortage of inexhaustible resources and environmental problems caused
by the emissions, the traditional power generations which are based on fossil fuel
are generally considered to be unsustainable in the long term. As a result, many
efforts are made worldwide and lots of countries have being introducing more
renewable energies such as wind power, solar photovoltaic (PV) power, hydro-
power, biomass power, and ocean power, etc. into their electric grids [1–3]. The
installed capacity of the renewable energy is growing so fast in the last decade—by
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2012 the worldwide non-hydro power generation based on renewables has
exceeded 480 Giga Watts (GW), which supplies 5.2 % of the global electricity
consumption and accounts for almost half of the newly established generation
capacity [3].

Among various renewable energy sources, the hydro power had a large
installation in the past and nowadays accounts for the largest share of 67 % in
renewables capacity. However, due to the special requirements for locations with
river/lake resources, the worldwide growth of hydro power nowadays is very slow
and it is considered to be close to the capacity limit. Differently, with fewer
requirements for the locations, broader distribution of resources, fewer impacts of
the environment, and more untapped capacities, wind power and solar power
seems to be more promising to be largely utilized in the future.

The accumulated capacity of different renewables without hydro power by 2012
is shown in Fig. 1 [3]. It can be clearly seen that the wind power and solar PV have
already accounted for 80 % of the total power production by non-hydro renew-
ables. Moreover, among the major renewable energy technologies, the worldwide
wind and PV power generation achieved the fastest growth rate at 25 and 60 %
respectively in the last five years, as indicated in Fig. 2. As two extreme examples,
by 2012 Denmark and Italy have more than 30 and 5.6 % of their electricity
production covered by wind and solar PV, respectively, meanwhile some other
countries like Germany, U.S., Spain and China are catching up and have also
shown promising growth. Therefore these two renewables will be the main focus
in this chapter in order to describe the technology enabling its grid interconnection
including power electronics and system control.

Fig. 1 Accumulated
capacity share of different
renewables by 2012 (480 GW
total installed capacity
without hydro-power) [3]
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1 Status of Wind Power and Photovoltaic Generation

1.1 Wind Power

The cumulative wind power capacity globally from 1999 to 2020 is shown in
Fig. 3 [3], and it can be seen that the wind power has grown to a capacity of
283 GW with around 45 GW installed only in 2012, which accounted for 39 % of
newly added renewable power capacity. Generally the wind power grows more
significantly than any other renewables in many countries, and right now it is no
longer an ancillary but an important player in the modem energy supply system.

In respect to the markets and manufacturers, U.S. is the largest market with over
13.1 GW capacity installed in 2012, together with China (13 GW) and EU
(11.9 GW) sharing around 87 % of the global market. The Danish company Vestas
first gives out the first position among the biggest manufacturers since 2000, while
GE takes over the top position due to the strong market of U.S. in 2012. Figure 4
summarizes the worldwide top suppliers of wind turbines in 2012. It can be seen
that there are four Chinese companies in the Top 10 manufacturers with a total
market share of 16.6 %, which is a significant drop compared to the 26 % in
2011 [3].

1.2 Photovoltaic Power

The development of solar photovoltaic (PV) power has also been progressive
especially in the recent five years. By 2012 it has already accounted for 26 % of
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Fig. 2 Worldwide growth rate of installed capacity for different renewable technologies in 2012
and between 2007 and 2012 [3]
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newly added renewables and has reached the 100 GW milestone of capacity. This
number makes PV power the third largest renewable energy source in terms of
capacity after hydro and wind power. Figure 5 shows the cumulative PV installed
capacity from 1996 to 2012, a boost of growing can be clearly observed after 2009.

Different from wind power, Germany and Italy are the top two markets in
respect to PV power, with over 7.6 and 3.8 GW installed respectively in 2012. The
PV markets in 2012 by different countries are summarized in Fig. 6, where it is can
be seen that the Europe still dominates the PV markets and accounts for 70 % of
the global PV capacity. The U.S., China, and Japan are also important markets
with around 7 % market share each by 2012.

Fig. 4 Distribution of wind
turbine market share by
manufacturers in 2012 (total
capacity of 45 GW) [3]

Worldwide wind power capacity 
(Giga Watts) 

Fig. 3 Cumulative installed wind power capacity from 1996 to 2012 worldwide [1]
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2 Wind Power Generation

The power conversion stages for a typical wind turbine system are shown in Fig. 7,
in which the wind energy captured from the nature is the input, and electrical power
injected into the power grid is the output. There are mainly two types of energy
conversion in the system, including both the mechanical and electrical parts.

As illustrated in Fig. 7, the wind turbine first captures the wind power by means
of aero-dynamical blades and converts it to mechanical power in the rotating shaft
of the generator. For typical multi-MW wind turbines, the rotational speed of
turbine rotor is relative low and normally ranges in 5–16 rpm, which may result in
bulky generator solutions and increase the installation cost. Therefore a gearbox in

Worldwide solar PV capacity 
(Giga Watts) 

Fig. 5 Cumulative installed PV capacity from 1996 to 2012 [3]

Fig. 6 PV markets shared by
different countries in 2012
(total 29 GW capacity) [3]
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Fig. 7 may be needed to convert the mechanical power to the one with higher-
speed and lower-torque, which will contribute to the size and weight reduction of
the generator [4].

The electrical power produced by the generator also needs to be regulated in
order to be injected into the power grid. As shown in Fig. 7, a power electronics
converter is normally used which enables certain controllability of the electrical
power in the system. Finally a transformer is generally used by manufacturers to
boost the voltage level, achieving more efficient power transmission in the power
grid. Consequently, the wind energy is refined by the wind turbine system to more
controlled and regulated electrical power.

2.1 Basic Operation of Wind Turbine System

In a wind turbine system there are a few control variables to ensure a reliable,
controllable, and efficient power production. It is essential first to be able to limit
the mechanical power generated by wind turbines under higher wind speeds in
order to prevent overloading. The power limitation is done either by Stall Control
(the blade position is fixed but stall of the wind appears along the blade), Active
Stall Control (The blade angle is adjusted in order to create stall along the blades)
or Pitch Control (the blades are turned out of the wind). The characteristics of the
output mechanical power using the three types of power limitation methods are
compared in Fig. 8 [5]. It can be clearly seen that the pitch control approach can
achieve the best power limitation performance and it has already become the
dominant technology solution in the newly established wind turbines.

Another control variable of the wind turbines is the rotational speed of turbine
rotor. In the past this control freedom is not utilized and the rotational speed is
fixed during the whole operation range of wind speeds. Although the fixed speed
wind turbines have the advantages of simple, robust and low cost of the electrical
parts, the drawbacks are even more significant like the uncontrollable electrical
power, large mechanical stress during wind gusts and unsatisfactory power quality
of output.

Mechanical Power Conversion

G

Turbine Gearbox Generator Converter Transformer Power GridWind Power

Electrical Power Conversion
Input Output

Wind Turbine System

Fig. 7 Converting wind power into electrical power in a wind turbine system
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Nowadays the variable speed wind turbines are widely used in order to achieve
better aerodynamic efficiency and also overall control performance. By intro-
ducing the variable speed operation, it is possible to continuously adapt the
rotational speed of the wind turbine to the wind speed, in such a way that the tip
speed ratio is kept constant to achieve the maximum power coefficient of the
blades and thereby maximum power extracting efficiency of wind turbine. The
power variations in wind will be absorbed by changing rotational speed of the
rotor, the mechanical stress and acoustical noise can be thereby reduced. Addi-
tionally, the power converters used for speed adjustment can also provide higher
quality electrical power in order to fulfill the higher technical demands imposed by
the grid operators. This feature is becoming a determining factor in the develop-
ment of the modern wind power technologies [4].

2.2 Mission Profile for Wind Turbine System

2.2.1 Wind Speed Profiles

As the input of the whole wind turbine system, the wind energy quantified by the
wind speed is an important factor that can determine the design, control, mainte-
nance, energy yield and also the cost of the whole system. A field recorded 1-year
wind speeds is illustrated in Fig. 9 [6], which is based on 3 h averaged at 80 m hub
height, and it was designated for the wind farm located near Thyborøn, Denmark
with latitude 56.71� and longitude 8.20�. The chosen hub wind speed belongs to the
wind class IEC I with average wind speed of 8.5–10 m/s. It can be seen that
the wind speed fluctuates largely from 0 up to 28 m/s. Without proper controls of
the mechanical and electrical parts, this significant fluctuation may be transferred
to the grid and cause grid stability problems. Moreover the components in the

Fig. 8 Power limitations by
different methods (Passive
stall is based on fixed speed
operation) [5]
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system may suffer from largely cyclical loadings which may quickly trigger reli-
ability problems [7–11]. As a result, the roughness and fluctuation of wind speeds
should be carefully taken into account in the control and design of the power
electronics converter [12].

2.2.2 Requirements for Modern Wind Power Converter

As the quick development of capacity and technology in the wind power gener-
ation, the power electronics converter is becoming more essential. On the other
hand, the power electronics converters also need to satisfy much tougher
requirements than ever before. These requirements can be generally characterized
as shown in Fig. 10 [13, 14]:

(A) General requirements
For the generator side, the current flowing in the generator rotor or stator
should be regulated to control the electromagnetic torque, not only for
maximizing the extracted power from the wind turbines, but also for the
energy balancing in case of dynamics due to the inertia mismatch between
mechanical and electrical power conversions. For the grid side, the converter
must emulate the behaviors of conventional power plants regardless of the
wind speed. This means it should help to maintain the frequency as well as
voltage amplitude of the grid, and also withstand the grid faults or even
contribute the faults recovery [4, 15–19].

(B) Special considerations
Due to relative large power capacity, the failures of wind power conversion
system may impose strong impacts to grid stability and result in high cost to
repair, thereby the reliability performance is especially emphasized. Because
of high power capacity, the voltage level of generator may need to be boosted
up to facilitate the power transmission, thus step-up transformer are normally

Fig. 9 One year mission profile of wind speed and ambient temperature from a wind farm of
Denmark (3-h averaged)
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required in wind turbine system. Furthermore, because the space is limited in
the nacelle or tower of wind turbines, the power density and cooling ability
are crucial performance for power converter. Finally because of the mis-
matching power inertia between the turbine and grid, energy storage and
balancing is an important issue and may result in extra cost of the system.

2.3 Wind Turbine Concepts and Topologies

2.3.1 Popular Wind Turbine Concepts

The development of the wind turbine technology has been steady for the last
35 years [4, 5, 13, 14]. Depending on the types of generator, power electronics,
speed controllability and the way in which the aerodynamic power is limited, the
wind turbine designs can generally be categorized into several concepts [5, 20]. In
these wind turbine concepts the power electronics play quite different role and has
various power rating coverage of the system. Up until now the configuration of
Doubly Fed Induction Generator (DFIG) equipped with partial-scale power con-
verter is dominating on the market, but in very near future the configuration with
Synchronous Generator (SG) and full-scale power converter is expected to take
over to be the dominant solution [4, 14]. In the following these two state-of-the-art
wind turbine concepts are going to be introduced.

(A) Doubly-Fed Induction-Generator with partial-scale power converter
This wind turbine concept is the most adopted solution nowadays and it has
been used extensively since 2000s. As shown in Fig. 11, a power electronics
converter is adopted in conjunction with the Doubly-Fed Induction Generator
(DFIG). The stator windings of DFIG are directly connected to the power
grid, while the rotor windings are connected to the power grid by the

Wind Power 
Conversion 

System

1. Controllable I
2. Variable freq & U

P

Q

P

Q

1. Energy balance/storage
2. High power density
3. Strong cooling
4. Reliable

1. Fast/long P response 
2. Controllable/large Q
3. freq & U stabilization  
4. Low Voltage Ride Through

Generator side Grid side

Fig. 10 Demands for modern wind power converters
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converter with normally 30 % capacity of the wind turbine [21–25]. In this
concept, the frequency and the current in the rotor can be flexible regulated
and thus the variable speed range can be extended to a satisfactory level. The
smaller converter capacity makes this concept attractive seen from a cost
point of view. However, its main drawbacks are the use of slip-rings and the
insufficient power controllability in the case of grid faults—these disadvan-
tages may comprise the reliability and may be difficult to completely satisfy
the future grid requirements as claimed in [26, 27].

(B) Asynchronous/synchronous generator with full-scale power converter
The second important concept that is popular for the newly developed and
installed wind turbines is shown in Fig. 12. It introduces a full-scale power
converter to interconnect the power grid and stator windings of generator, thus
all the generated power from the wind turbine can be regulated. The Asyn-
chronous Generator, Wound Rotor Synchronous Generator (WRSG) or Per-
manent Magnet Synchronous Generator (PMSG) have been reported to be
used. The elimination of slip rings, simpler or even eliminated gearbox, full
power and speed controllability as well as better grid support ability are the
main advantages compared to the DFIG based concept. However, the more
stressed and expensive power electronic components as well as the higher
power losses in the converter are the main drawbacks of this concept.

Double-fed 
induction generator

AC

DC

DC

AC

Grid

Filter

Gear

Transformer

1/3 scale power converter

Fig. 11 Variable speed wind turbine with partial-scale power converter and a doubly fed
induction generator

Asynchronous/
Synchronous 

generator

AC

DC

DC

AC

Grid

Filter Filter
Gear

Transformer

Full scale power converter

Fig. 12 Variable speed wind turbine with full-scale power converter
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2.3.2 Power Converters for Wind Turbines

(A) Two-level power converter
The Two-Level Pulse-Width-Modulation Voltage-Source-Converter (2L-
PWM-VSC) is the most used converter topology so far for the DIFG based
wind turbine concept as the power rating requirement for the converter is
limited. Normally, two 2L-PWM-VSCs are configured in a back-to-back
structure in the wind turbine system, as shown in Fig. 13 which is called 2L-
BTB for convenience. A technical advantage of the 2L-BTB solution is the
full power controllability (4-quadrant operation) with a relatively simple
structure and few components, which contribute to well-proven robust/reli-
able performances as well as advantage of cost.
As for the full scale converter based concept, the converter needs to carry all
the generated power by wind turbines e.g. up to 10 MW, the 2L-BTB con-
verter topology at this power level may suffer from large switching loss and
many devices may need to be connected in parallel, also the cabling in case of
low voltage level can be a great design/physical challenge. Consequently, it is
becoming more and more difficult for a single 2L-BTB topology to achieve
acceptable performance for the full-scale wind power converter, even though
having the cost advantage.

(B) Multilevel power converter
With the abilities to achieve higher voltage and power level, multi-level
converters may become more preferred candidates in the full-scale converter
based concept [26–28]. The Three-level Neutral Point diode Clamped topol-
ogy (3L-NPC) is one of the most commercialized multi-level topologies on
the market. Similar to the 2L-BTB, it is usually configured as a back-to-back
structure in the wind power application, as shown in Fig. 14, which is called
3L-NPC BTB for convenience. The 3L-BTB solution achieves one more
output voltage level and less dv/dt stress compared to the counterpart of 2L-
BTB, thus it is possible to convert the power at medium voltage with lower
current, less paralleled devices, and smaller filter size. The mid-point voltage
fluctuation of the DC-bus can be a drawback of the 3L-NPC BTB. This
problem has been extensively researched and it is considered to be improved
by the controlling of redundant switching states [29–31]. However, it is found
that the loss distribution is unequal between the outer and inner switching
devices in a switching arm [32–34], and this problem might lead to a de-rated
power capacity, when it is practically used.

(C) Multi-cell converter
In order to handle the fast growing power capacity, some multi-cell converter
configurations (i.e. parallel/series connection of converter cells) are developed
and widely adopted by the industry.
Figure 15a shows a multi-cell solution adopted by Gamesa in the 4.5 MW
wind turbines [35], which have 2L-BTB single-cell converters paralleled both
on the generator side and on the grid side. Siemens also introduce the similar

1 Introduction to Renewable Energy Systems 13



solution in their best-selling multi-MW wind turbines, as indicated in Fig. 15b
[36]. The standard and proven low voltage converter cells as well as redun-
dant and modular characteristics are the main advantages. This converter
configuration is the state-of-the-art solution in the industry for the wind tur-
bines with power level higher than 3 MW.
Another multi-cell configuration shares the similar idea with the next gener-
ation traction converters [37, 38], and is also proposed in the European
UNIFLEX-PM Project [39], as shown in Fig. 16. It is based on a structure of
back-to-back Cascaded H-bridge converter, with galvanic insulated DC/DC
converters as interface. The DC/DC converters have Medium Frequency
Transformer (MFT) operating at several kHz up to dozens of kHz, thereby the
transformer size can be significantly reduced in both weight and volume.
Moreover, because of the cascaded structure, it can be directly connected to
the distribution power grid (10–33 kV) with high output voltage quality, filter-
less design, and redundant ability [35, 36]. Figure 17 shows another

Transformer

3L-NPC

Filter Filter

3L-NPC

Generator Grid

Fig. 14 Three-level neutral point clamped back-to-back converter for wind turbine (3L-NPC
BTB)

Transformer

2L-VSC

Filter Filter

2L-VSC

Generator Grid

Fig. 13 Two-level back-to-back voltage source converter for wind turbine (2L-BTB)
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configuration sharing the similar idea with some of the emerging converters
used for High Voltage Direct Current (HVDC) Transmission [40, 41]. It is
also based on a back-to-back structure with cascaded DC/AC converter cells.
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DC

AC
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DC

DC
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AC

DC

DC
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Fig. 16 Cascaded H-bridge converter with medium frequency transformer for wind turbine
system (CHB-MFT)

...Multi winding 
generator

AC

DC

DC

AC

AC

DC

DC

AC

...

...

Transformer2L-VSC 2L-VSC

2L-VSC 2L-VSC

Grid

...

...

Transformer

AC

DC

DC

AC

AC

DC

DC

AC

...

Generator 2L-VSC 2L-VSC

2L-VSC 2L-VSC

Grid

(a)

(b)

Fig. 15 Multi-cell converter with paralleled converter cells (MC-PCC). a Variant 1, b Variant 2
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One advantage of this configuration is the easily scalable voltage/power
capability; therefore it can achieve very high power conversion at dozens of
kV with good modularity and redundancy.

2.4 General Control Targets of Wind Turbine System

Controlling a wind turbine involves both fast and slow control dynamics [42–50],
as indicated in Fig. 18, where a control structure for a wind turbine system
including turbine, generator, filter and converter are indicated. Generally the
power flowing in and out of the generation system has to be managed. The gen-
erated power by the turbines should be controlled by means of mechanical parts
(e.g. pitch angle of blades, yawing system, etc.). Meanwhile, the whole system has
to follow the power production commands given by Distribution/Transmission
System Operators (DSO/TSO).

More advanced features of the control system may be taken into account like
the maximization of the generated power, ride through operation of the grid faults
and providing grid supporting functions in both normal and abnormal operations of
power grid. In the variable speed wind turbine concept, the current in the generator
will typically be changed by controlling the generator side converter, and thereby
the rotational speed of turbine can be adjusted to achieve maximum power
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DC
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DC
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Fig. 17 Modular multilevel
converters for wind turbine
(MMC)
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production. In respect to the operation under grid faults, coordinated control of
several subsystems in the wind turbine like the generator/grid side converters,
breaking chopper/crowbar, pitch angle controller is necessary.

Finally, the basic controls like current regulation, DC bus stabilization and the
grid synchronization have to be quickly performed by the power converter, where
the Proportional-Integral (PI) controller and Proportional-Resonant (PR) control-
lers are typically used.

As an example, the control methods for a DFIG based wind turbine system are
shown in Fig. 19. Below maximum power production the wind turbine will typ-
ically vary the rotational speed proportional with the wind speed and keep the
pitch angle h fixed. At very low wind speed the rotational speed will be fixed at the
maximum allowable slip in order prevent over voltage of generator output. A pitch
angle controller is used to limit the power when the turbine output above the
nominal power. The total electrical power of the wind turbine system is regulated
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by controlling the DFIG through the rotor-side converter. The control strategy of
the grid-side converter is simply just to keep the dc-link voltage fixed. It is noted
that a trend is to use a crowbar connected to the rotor of DFIG in order to improve
the control performance under grid faults.

Another example for the control structure used for full-scale converter based
wind turbine concept is shown in Fig. 20. An advantage of this turbine system is
that the dc-link performs some kind of control decoupling between the turbine and
the grid. The dc-link will also give an option for the wind turbines to be connected
with energy storage units, which can better manage the active power flow injected
into the power grid—this feature will further improve the grid supporting abilities
of the wind turbines. The generated active power of the wind turbine system is
controlled by the generator side converter, while the reactive power is controlled
by the grid side converter. It is noted that a DC chopper is normally introduced to
prevent over voltage of DC link in case of grid faults, when the extra turbine power
needs to be dissipated as the sudden drop of grid voltage.

3 Photovoltaic Power Generation

Due to the cost reduction of Photovoltaic (PV) modules and the development of
PV cell technology, the PV power generation has been becoming dominant in the
renewable energy supplies of some countries [57–61]. It is expected that the cost
of PV technology will continue declining, which will also make the grid-connected
PV systems competitive compared to other renewable energy systems.

A grid-connected PV power system has to efficiently and reliably transfer and
convert the solar energy, which is highly dependent on the environmental condi-
tions (i.e. irradiance level and ambient temperature). Power electronics systems,
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Fig. 20 Control of active and reactive power in a wind turbine with multi-pole synchronous
generator
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known as PV inverters, together with advanced and intelligent control strategies,
are able to enable an effective transferring of the generated PV energy to the grid
[4, 5, 58, 60]. Hence, the basic functions of a PV conversion system include:
maximum power extraction from PV panels in response to the environmental
dependency, grid synchronization, compliance of grid connection requirements,
anti-islanding, and etc. [49, 50, 62–64].

In this part, a brief introduction of the PV cell development and the charac-
teristics of solar PV cell are presented firstly, followed by the mission profiles and
the demands for PV power conversion systems. An overview of the advanced PV
inverters for grid-connected PV systems is demonstrated in Sect. 3.3. Finally, the
general control targets of grid-connected PV power conversion systems are given
in Sect. 3.4 with some basic control examples. Advanced control strategies for PV
systems are detailed in another chapter—Advanced Control of Photovoltaic and
Wind Turbines Power Systems.

3.1 Photovoltaic Cell Technology and Characteristics

As the core and source of a PV power conversion system, PV panels are typically
connected to the DC-AC converter. Depending on the voltage level, a DC–DC
stage may be required to boost up the DC-link voltage to an acceptable level of the
PV inverter. Similar to this concept, a PV panel/module is an assembly of many
PV cells connected in series (increased output voltage) and in parallel (increased
output current), as it is shown in Fig. 21a.

Various materials with varying efficiencies and costs can be used to make PV
cells. At present, the commonly used materials for PV cells include mono- and
poly-crystalline silicon. Those crystalline-silicon-based PV cells can achieve an
efficiency of 11–15 % [64, 65]. Another PV cell technology is called thin-film
technology, which reduces the amount of required material to create a PV cell.
Thin-film PV cells are typically based on cadmium telluride, copper indium gal-
lium selenide, and amorphous silicon [65, 66]. However, the thin-film based PV
cells have a relative lower efficiency compared to the crystalline-silicon-based PV
cells [64].

The operating principle of all these PV technologies is based on the photo-
voltaic effect. When a PV cell is exposed to the sunlight, the photons of the
semiconductor material are excited, and then jump to the conduction band and
become free. Thus, an electromotive force is generated. When the PV cell is
connected into a closed loop, the freed electrons will introduce a DC current and
the solar energy is converted to electric energy. Hence, the current produced by a
PV cell is highly dependent on the solar irradiance level and the ambient tem-
perature. An electrical circuit shown in Fig. 21b can be used to model the char-
acteristics of a PV module or cell. This model has a photo-current source, iph, in
parallel with a diode, a shunt resistance Rp, and a series resistance Rs.
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As it has been discussed in the previous paragraph, the generated current of a
PV panel, and thus the output power, are significantly affected by the solar irra-
diance level and the ambient temperature. According to Fig. 21b, the electrical
characteristics (I-V and P-V characteristics) of a PV panel are non-linear and also
varied with the ambient conditions, as can be observed in Fig. 22. Due to the
properties of non-linearity and environmental dependency of the PV panel, a
Maximum Power Point Tracking (MPPT) algorithm is necessary to ensure that the
solar energy is captured and converted as much as possible—also for the sake of
reduction of cost of energy.

It can be seen in Fig. 22 that the power curve of a PV panel is of ‘‘hill’’ form
under a given condition. Thus, the P-V curve can be divided into three segments:
(a) climbing—a positive dp/dv, when the PV panel is working as a constant current
source, (b) going-down—a negative dp/dv, and (c) the-top—dp/dv = 0, which
corresponds to the Maximum Power Point (MPP) for a given ambient condition
(e.g. 25 �C, 1000 W/m2). Many proposed MPPT algorithms are based this ‘‘hill’’
characteristic of a PV panel (when the MPP is reached, dp/dv = 0), such as the
Perturb-and-Observe (P&O) method and the Incremental Conductance (INC)
method [67, 68]. The output of the MPPT control system (e.g. power, current or
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voltage) is the reference to be controlled by a DC–DC converter or directly a DC-
AC inverter, depending on the configuration of the PV system.

However, it should be pointed out that the characteristics shown in Fig. 22 are
only for an individual PV panel or module. If many PV panels are connected in
series (PV string) or in parallel (PV array) to increase the output power, the MPPs
may be different because of panel mismatch. Moreover, the partial shading of the
panels increases the MPPT difficulty [66]. Thus, a robust MPPT control algorithm
is crucial for PV systems in order to maximize the energy yield of PV strings/
arrays with mismatch and partial shading issues.

3.2 Mission Profiles for Photovoltaic Conversion Systems

3.2.1 Solar Irradiance and Ambient Temperature Profiles

Since the output power of a PV panel is significantly dependent on the environ-
mental conditions, the knowledge of mission profiles, including solar irradiance
level and ambient temperature has become of high importance for the design,
control and operation of a PV conversion system. With the accumulation of field
experiences and the introduction of more and more real-time monitoring systems,
better mission profile data is expected to be available in various kinds of power
electronic systems (e.g. PV inverters) [69]. This offers the possibilities to predict
the lifetime of a PV inverter and the energy production of a PV system [69, 70].

Figure 23 shows yearly mission profiles for PV systems in Aalborg East,
Denmark, from October 2011 to September 2012. The original recorded data has a
sampling frequency of 5 Hz [73]. In Fig. 23, the data is resampled every 5 min. It
can be observed from Fig. 23 that both the solar irradiance level and the ambient
temperature vary significantly through a year. Those fluctuations require dedicated
MPPT control systems in order to increase energy yield. Moreover, due to the
intermittency, the resultant power, generated by a PV system and then transferred
to the grid, may cause grid stability problems—especially when the global PV
penetration is getting larger and larger. It is also found that the reliability of a
power electronics system has a strong connection with the temperature loading on
the power electronics devices [6, 70–72], which is affected by the mission profiles.
Hence, different time-scale mission profiles may have an influence on the con-
sumed lifetime of a power electronics system [6].

Consequently, those aspects related to mission profiles have to be carefully
taken into considerations in the control and design of the power electronics con-
verters for PV systems. With the development of power electronics technology, the
advancement of monitoring techniques, and also intelligent control strategies,
further improvement of the lifetime and reduction of energy cost for a PV system
can be achieved.
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3.2.2 Requirements for PV Conversion Systems

Grid-connected PV systems are being developed very fast and will soon take a
major part of electricity generation in some areas [59, 61]. In order to ensure a
reliable and efficient transfer of solar energy to the grid, the power electronics
converters (mainly PV inverters) have to comply with much tougher requirements
than ever before. These requirements can be generally categorized into the fol-
lowing three parts as shown in Fig. 24.

(A) General requirements
In the PV power conversion the power capacity is not as large as the wind
power. Moreover the power inertia of PV output is compatible with the
behavior of power grid, and as a result the requirements are less tough when
compared to wind turbine systems.
For the PV side, the current or voltage of PV panels should be controlled in
order to achieve maximum extracted solar energy. In view of this, a DC–DC
converter is commonly used in PV power conversation systems to flexibly
track the maximum power, which is strongly dependent on the mission pro-
files. In this case, the DC voltage should be maintained as a desirable value
for the inverter during operation. For the grid side, the requirements are not as
stringent as those in wind power systems, but normally the Total Harmonic
Distortion (THD) of the output current must be restrained at a lower level
(e.g. 5 %) [74]. While for large PV systems with higher power ratings (e.g.
hundreds kW connected to medium voltage grid), the grid side also demands

Oct.  Nov.  Dec. Jan. Feb. Mar. Apr.  May  Jun.  Jul.  Aug. Sep. 

A
m

bi
en

t T
em

pe
ra

tu
re

 (
ºC

)
S

ol
ar

 Ir
ra

nd
ia

nc
e 

(W
/m

²)
 

Oct.  Nov.  Dec. Jan. Feb. Mar. Apr.  May  Jun.  Jul.  Aug. Sep. 

(a)

(b)

Fig. 23 Yearly mission
profiles from recorded data
(5 min per sampling data) for
PV systems: a solar
irradiance level, b ambient
temperature

22 K. Ma et al.



the PV inverter to stabilize the grid voltage by providing ancillary services. In
response to grid faults, the PV inverters have to ride-through voltage faults,
when a higher PV penetration level comes to reality [75–78]. Such require-
ments are expected to cover a wide range of PV applications [77, 78].

(B) Special considerations
For PV technology the power capacity per generating unit is relative low but
the cost of energy is relative high, as a result there are very strong demands for
high efficiency power conversion in order to achieve acceptable price per
produced kWh. On the other hand, transformerless PV inverters have gained
increasing popularity in the European market (e.g. Germany and Spain) [49,
80] in order to further extend the conversion efficiency. However in this case
the safety becomes a more crucial issue because of the lack of galvanic
isolation in transformerless PV systems. Reduction of the potential leakage
current is generally required [49].
Furthermore, similar to the wind power conversion systems, reliability is also
important for power electronics based PV systems, and motivated by
extending the total energy production (service time) and reducing the cost.
Finally, because of exposure or smaller housing chamber, the PV converter
system must be more temperature insensitive, which is beneficial for the
reliability performance.

3.3 Photovoltaic Concepts and Topologies

Most of the demands mentioned above for PV systems are performed by the power
electronics systems, i.e. PV inverters. Hence, an overview of the basic configu-
rations for grid-connected PV systems is given in the following. This section
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Fig. 24 General demands for the grid-connected PV power conversion system
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includes dominant PV inverter concepts, covering a wide range of PV applications,
and transformerless inverter topologies, which can achieve high efficiency.

3.3.1 PV System Configuration Concepts

Unlike the wind power technology, the solar PV produces much lower power per
generating unit (e.g. individual PV panel or PV string), and thereby the PV system
is normally composed of many panels connected in parallel and/or series to
increase the output power within an acceptable range. According to the state-of-
the-art technologies, there are mainly four concepts [63, 64] to organize and
deliver the PV power to the public grid, as shown in Fig. 25, each of the concept
consists of a series of PV panels or strings and a couple of power electronics
converters (DC–DC converters and DC-AC inverters) configured in different
structures. Depending on the output voltage level, a boost converter may be
required by the string and multi-string inverters.

(A) Central inverter
For this inverter concept, PV panels are arranged in paralleled strings, and are
connected to one common central inverter, as shown in Fig. 25d. The central
inverter, typically three-phase, is the most widely alternative for large-scale or
utility-scale PV power plants, which have high power ratings (e.g. 750 kW
SMA Central Inverter [81]). Such inverters have to be equipped with ancillary
service functions, like fault ride-through and reactive power injection due to
the high power ratings. Adoption of a central inverter is the simplest way
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to concentrate a large PV plant with low construction cost. However, the
disadvantages of this configuration are also significant and they are listed as
follows [63]:

• need for high DC-link voltage (550–850 V) and very long DC cables between
PV strings and the central inverter,

• power losses due to a common MPPT applied to the central inverter,
• power loss due to module mismatch,
• losses in the string diodes (blocking diodes), and
• reliability of the whole system depends only on one inverter.

As the capacity of the PV power plants continues growing, various inverter
topologies are in those applications to handle high power and high voltage PV
systems. Two-level voltage source inverters are currently the most optimal
solution for central inverters of large-scale PV power plants. Other multi-level
inverters, like three-phase three-level neutral point clamped inverter, which is
typically used in wind power systems, can also be adopted in large PV power
plants due to the capability to surpass classic semiconductor voltage blocking
limits.

(B) String inverter
As shown in Fig. 25b, the string inverter concept was first introduced into the
European market in 1995. It is based on a modular concept, where PV strings
are made up of series-connected PV panels, and are connected to separate
string inverters (single- or three-phase). Then, the string inverters are paral-
leled and connected to the grid. If the PV string terminal voltage is high
enough—no voltage boosting is necessary (single-stage), an improvement of
the overall system efficiency can be achieved. Moreover, fewer PV panels for
each string can also be used, but then a DC–DC boost converter, a DC-AC-
DC high-frequency transformer-based converter, or a line frequency trans-
former is required as the boosting stage, comprising the efficiency perfor-
mance. The advantages compared to the central inverter are as follows [63]:

• no losses in string diodes (no diodes needed),
• individual MPPT for each string,
• better yield, due to separate MPPTs,
• lower price due to the mass production.

Depending on the grid connection standards, the transformer may be removed in
order to further increase the efficiency in some countries (Germany and Spain)
where galvanic isolation is not required. This makes the string inverter to be
transformerless system, and thus specific design of transformerless inverters and
modulation schemes are required in order to eliminate the leakage ground
currents due to the parasitic capacitance between the PV panels and the ground
[49, 76, 80].

(C) Multi-string inverter
Multi-string inverters have recently introduced on the PV market. They are
an intermediate solution between string inverters and central inverters.
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A multi-string inverter, shown in Fig. 25c, combines the advantages of both
string-inverters (high energy production due to individual MPPT control) and
central-inverters (low cost), by having many DC–DC converters with indi-
vidual MPPTs, which feed energy into a common DC-AC inverter. In this
way, no matter what the nominal data, string size, PV module technology (e.g.
crystalline or thin film), orientation, inclination or weather conditions (e.g.
partial shading) of different PV strings are, they can be connected to one
common grid-connected inverter [63, 82]. The multi-string concept is a
flexible solution, having a high overall efficiency of power extraction, due to
the fact that each PV string is individually controlled. The major feature of a
multi-string inverter is the multiple DC–DC stages connected in parallel to the
DC-link. Thus, transformerless PV inverter technology can also be adopted in
the multi-string inverter systems. As mentioned above, the leakage currents
should be taken care of during the inverter design and operation.

(D) Module inverter
An AC module is made up with an individual solar panel connected to the
grid through its own inverter, as shown in Fig. 25a. The advantage of this
configuration is that there are no mismatch losses, due to the fact that every
single solar panel has its own inverter and MPPT control, thus maximizing the
power production. The power extraction is much better optimized than in the
case of string inverters. One other advantage is the modular structure, which
simplifies the modification and maintenance of the whole system because of
its ‘‘plug & play’’ characteristic. One disadvantage is that the price per watt is
still higher than in the previous cases [63]. Moreover, due to the low power
ratings of PV modules, large voltage amplification units for grid connection
are required, and thus making the whole system difficult to achieve high
efficiency. In view of those demerits, this inverter configuration has not been
widely adopted even for small or medium-scale PV systems.

3.3.2 Transformerless PV Inverter Topologies

To achieve high efficiency, transformerless inverters are introduced to string-
inverters and multi-string inverters, where single-phase configurations are more
common. As aforementioned, due to the lack of galvanic isolation, leakage cur-
rents will appear between the PV panels and the ground and will cause safety
issues. Thus, the transformerless inverters are required to reduce the leakage
currents either by redesigning the topology or by modifying the modulation
schemes. In the following, different single-phase transformerless PV-inverter
technologies are discussed.

(A) H-Bridge topology with bipolar PWM
The H-Bridge inverter (Fig. 26) is a well-known topology and it is almost the
standard solution for the single-phase DC-AC power conversion. It has been
widely used in the motor drives and UPS applications. However, in the case of
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the transformerless configuration for PV system, the PWM modulation
strategies should be carefully selected, because some popular modulation
methods like unipolar PWM may introduce abrupt change of the common
mode voltage (high dv/dt) and thus leads to a large leakage current, which are
in-preferable in transformerless PV systems and grid connection standards
[49, 76]. The bipolar modulation scheme can be adopted in an H-Bridge
transformerless inverter with effective elimination of leakage currents, but
also with lower efficiency.
In order to improve the common-mode behavior, meanwhile further to
increase the efficiency, and to keep all the other merits given by the H- bridge
inverter, some modified topologies are proposed in the PV application by
adding bypass switches either on the DC side or on the AC side [76, 79, 80,
82–86], as it will be detailed in the following.

(B) HERIC topology
The Highly Efficient and Reliable Inverter Concept (HERIC) [87] includes
two extra switches (SD5–SD6) on the AC output of the inverter, as it is shown
in Fig. 27.
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The common-mode behavior of the HERIC topology is similar to the H-
Bridge converter with bipolar PWM, where the voltage to ground of the PV
array terminals will only have a sinusoidal shape, while the same high effi-
ciency can be also achieved as the H-bridge converter with unipolar PWM.
Therefore, the HERIC topology is more suitable for transformer-less PV
system in terms of efficiency (up to 98 % reported) and is widely used for the
power range of 2.5–5 kW for single-phase applications [88].

(C) H5 inverter
Another suitable topology for the transformer less PV power conversion is
called H5 converter, as shown in Fig. 28 [89], which is patented and used by
SMA in many of their transformerless inverters. This topology introduces an
extra switch (SD5) on the DC side of H-bridge converter, and it can disconnect
the PV panels from the grid during the zero voltage states. Thus, the reduction
of leakage currents is achieved.
Similar to the HERIC inverter, the common-mode behavior of the H5
topology is similar to the H-Bridge with bipolar PWM. The voltage to ground
of the PV array terminals will only have a sinusoidal shape, while having the
same high conversion efficiency as the H-Bridge with unipolar switching.
Unipolar output voltage is achieved by disconnecting the PV array from the
grid by using a method called DC decoupling.

(D) H6 inverter
Another transformerless topology using the DC decoupling method is called
the H6 converter [84, 85], which adds two extra switches and two extra diodes
to the H-bridge topology as shown in Fig. 29.
The common-mode behavior of the topology is similar to the HERIC and H5
topologies, since the voltage to ground of the PV array has only a sinusoidal
shape and the frequency is the grid frequency. It is another suitable solution
for transformerless PV systems, and several commercial products are avail-
able on the markets with the efficiency of up to 97 %.
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(E) Neutral Point Clamped topology
Besides the H-bridge based topologies, some half bridge solutions are also
used in the PV system. The Neutral Point Clamped (NPC) topology shown in
Fig. 30a was introduced some years ago in [90]. The voltage to ground
measured at both PV array terminals is constant, this is due to the connection
of the neutral line of the middle point of the DC-link that fixes the potential of
the PV array to the grounded neutral.
The NPC topology is suitable for transformerless PV systems, since the
voltage to ground is constant. The only drawback for the single-phase NPC
topology is the high DC-link voltage, which has to be more than twice of the
grid peak voltage; therefore a boost stage is normally required before the
inverter, which will decrease the overall efficiency of the PV system.
A ‘‘variant’’ of the classical NPC topology is also popular in the PV appli-
cation, as shown in Fig. 30b, which is called Conergy NPC converter [91].
The output voltage of the Conergy converter is clamped to the DC neutral
point by a bidirectional switch, which is normally realized with two back-to-
back IGBTs, as detailed in [92].
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3.3.3 Central Inverter Topology for High Power PV Applications

Although single-phase configurations are more common for PV applications, some
companies like SMA, Sunways, and Kaco are promoting the three-phase PV
systems with central inverters for utility-scale applications [81, 88, 93]. For
example, the Neuhardenberg solar power plant with a nominal output of 19.69
MWp in Germany uses Powador XP500-HV TL central inverters [93, 94]; the
largest European thin-film PV power plant Equipped with 114 Sunny Central
900CP XT inverters from SMA, forming a PV plant of 128 MWp [95]. Those
large PV power plants, rated over tens and even hundreds of MW, adopt many
central inverters with the power rating of up to 900 kW. A typical large-scale PV
power plant is shown in Fig. 31, where DC–DC converters are also used before the
central inverters.

3.4 General Control Targets of Photovoltaic Systems

According to the demands for a grid-connected PV system shown in Fig. 24, and
also the above discussions, the PV systems should be controlled to perform those
functions reliably and efficiently. The variability of PV inverter topologies and
system configurations (single- or two-stage) increases the control difficulty.
Nonetheless, as it is shown in Fig. 32, the general control objectives for a grid-
connected PV system are universal, including MPPT, DC-link control, grid syn-
chronization, voltage/current control, anti-islanding protection, system condition
monitoring (grid and PV panels), and ancillary services (especially for a high
power PV system). With the increasing PV capacity, the power flowing-in and -out
of PV systems has to be managed with other systems (e.g. energy storage systems).
Thus, communications are necessary to perform this function. Meanwhile, the
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whole system has to follow the set-point commands given by Distribution/
Transmission System Operators (DSO/TSO) for system stability concern.

More advanced features of the control system, which are required in wind
turbine systems, may be taken into consideration at high penetration level of PV
systems. For instance, delta power production control, frequency control through
active power, voltage control through reactive power, ride-through operation of the
grid faults, and the provision of grid support in both normal and abnormal con-
ditions to the grid, have been set for high power PV systems [4, 19, 20, 57, 78].
Some of those features are extended and coming into effectiveness for residential
PV applications with low power ratings [75–77]. Typically, those features can be
implemented in the outer loop of a cascaded dual-loop control system, which
provides a current reference to shape the injected current [50, 76]. Regarding the
operation under grid faults, since the PV systems have much lower physical inertia
when compared to wind turbine systems, the power of a PV system during fault
ride-through operation should be dispatched at least by: (a) modifying the MPPT
control, (b) activating DC chopper to absorb power, and (c) managing power
exchange between PV systems and the energy storage systems.

Consequently, the basic controls like current regulation (in the inner control
loop), DC-link voltage stabilization, grid synchronization, and anti-islanding have
to be quickly performed by the power converter.

Since single-phase PV systems are more commonly seen, an example of the
control for a single-phase two-stage grid-connected PV system can be observed in
Fig. 33, where the control system can be divided into two parts—the boost con-
verter control and the inverter control. The boost converter is controlled to track
the maximum power of the PV panels affected by the input solar irradiance level
and ambient temperature. The inverter is controlled to maintain the DC-link
voltage level. As it is shown in Fig. 32, the injected grid current is synchronized
with the grid voltage using a phase-locked-loop system. The current controller is
responsible for the injected current quality. The Proportional Resonant (PR),
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Resonant Control (RSC), Repetitive Controller (RC), and Deadbeat Controller
(DB) can be adopted directly as the current controller, since they are capable to
track sinusoidal signals without steady-state errors [49, 50, 76]. By applying the
Park transformation (ab ? dq) leads to the possibility of Proportional Integral (PI)
controllers to regulate the injected current with the help of an orthogonal signal
generator. Furthermore, by introducing Harmonic Compensators (HC) for the
controller and adding passive damping for the filter, an enhancement of the current
controller tracking performance can be achieved [47, 50, 68, 76].
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Another example for the control structure used for three-phase PV systems is
shown in Fig. 33. Unlike single-phase systems, the Clarke transform and the Park
transform can be used in the control of three-phase systems. Hence, the control of
a three-phase PV system can be implemented in the synchronous rotating reference
frame (dq-control), in the stationary reference frame (ab-control), and also in the
natural reference frame (abc-control), where the three phase currents are con-
trolled separately [50]. Similarly, for a two-stage system, the control can be
divided into two parts. The first one is about the MPPT control by the boost
converter. The second one is about the injected current control. In different ref-
erence frames, the above mentioned current controllers for single-phase systems
can also be adopted here. Those two examples only demonstrate the basic control
structure of a grid-connected PV system. In respect to the advanced features and
their related control strategies are available in another chapter.

4 Development Trends for Renewable Energies

4.1 More Power Electronics and Advanced Controls

Accompany with the capacity growth, the impacts by renewables to the power grid
are also becoming more significant. Unfortunately, the fluctuated and unpredicted
features of the renewable energies are un-preferred for the operation of the power
grid, thereby technologies which can ensure more reliable and controllable power
generating/converting are crucial needs. In the last few decades power electronics
gradually become more and more advanced and bring significant performance
improvements for the renewable energy production - not only to improve the
energy capturing efficiency, but also to enable the whole renewable system to act
as a controllable electrical power generation unit in order to be better integrated
with the power grid. A good example can be seen from the evolution of wind
turbine technology, as shown in Fig. 34 [51, 52], in which the covered power and
played role by power electronics are both indicated. It is clear that the power
electronics converter already achieved 100 % power coverage in the wind turbine
system since 2005, actually in most of the newly established wind turbines and PV
panels, power electronics converters have become essential components carrying
all of the generated power up to multi-MW.

In order to facilitate the grid integration of renewables, the conventional power
grid system which is normally based on centralized and large power plants have to
be modified to the structure with more distributed and smaller generation units,
thus new demands for grid integration standards, communication, power flow
control, and protection are needed. Power electronic converters again play an
important role in this technology transformation [4].
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4.2 Lower Cost of Energy

Cost is the most important consideration which will strongly determine the wide
spread use and installed capacity of certain energy technologies. In order to
quantify and compare the cost for different energy technologies, Levelized Cost of
Energy (LCOE) index is generally used [53]. LCOE represents the price at which
the electricity is generated from a specific energy source over the whole lifetime of
the generation unit.
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Figure 35 shows the worldwide LCOE ranges for the wind and PV power
generations in 2012, as well as the estimations in 2020 [54]. It can be seen that the
on-shore wind power technology nowadays is even comparable with the fossil-
fuel-based power generation in respect to the cost. The cost advantage is also the
main reason why on-shore wind power showed significant growth in the last few
decades. However as claimed in [54], the potential for the remaining cost reduc-
tion of on-shore wind power until 2020 will not be as large as it was before.

Off-shore wind power and solar PV technologies are still more expensive than
the on-shore wind power—not only nowadays but also in the near future. However
the potential for cost reduction is larger, as also indicated in Fig. 36.

As power electronics are almost essential with higher power rating and more
advanced control features, the cost for the power electronics is no longer ignorable
and becomes critical in the renewable energy systems. As the cost is so important
for the larger scale utilization of certain renewable energy technology, some
special cost considerations should also be taken into account for the design and
control of power electronics converters.

4.3 Higher Reliability

The dramatic growth of total installation and also the individual capacity make the
failures of renewable system costly or even unacceptable from the point view of
the TSO/grid owner. The failures of these renewable generation units will not only
cause stability problems of the power grid due to sudden absence of a large amount
of power capacity, but also results in high cost for repairing and maintenance
especially for those large and remote-located wind turbines or PV panels. Addi-
tionally it will cause energy loss to the customer—leading to reduced total/annual
energy production and thus it will increase the LCOE. As a result, the reliability
performance is another critical performance for the renewable energy system.

Nevertheless, the reliability of power electronics in renewable applications still
seems to be unsatisfactory. As an example, when looking at the failure rates and
down time distribution in individual wind turbine [55, 56], it is found that the
control and power electronic parts tend to have higher failure rate than the other
subsystems with a factor of 2-4, therefore the reliability improvements of power
electronics will effectively extend the energy production. This is a very helpful
approach to further reduce the cost of energy, either for the technologies like
onshore wind power where the remaining potential for cost reduction is not so
large, or for those technologies like offshore wind and PV power where the cost
are still high.
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5 Summary

The chapter first illustrates the status of wind power and photovoltaic power
generation. Some basic operations, control targets, and technical solutions of the
power electronics used in the wind power and photovoltaic power generations are
also discussed respectively.

It is concluded that as the quick development of renewable energy technologies
and capacity, power electronics is playing essential role to achieve more con-
trollable, efficient, and reliable power production of renewable energies. Mean-
while there are also some emerging challenges and opportunities in respect to the
control and design of power electronics system used in renewable application.
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Chapter 2
Advanced Control of Photovoltaic
and Wind Turbines Power Systems

Yongheng Yang, Wenjie Chen and Frede Blaabjerg

Abstract Much more efforts have been made on the integration of renewable
energies into the grid in order to meet the imperative demand of a clean and reliable
electricity generation. In this case, the grid stability and robustness may be violated
due to the intermittency and interaction of the solar and wind renewables. Thus, in
this chapter, advanced control strategies, which can enable the power conversion
efficiently and reliably, for both photovoltaic (PV) and wind turbines power
systems are addressed in order to enhance the integration of those technologies.
Related grid demands have been presented firstly, where much more attention has
been paid on specific requirements, like Low Voltage Ride-Through (LVRT) and
reactive power injection capability. To perform the functions of those systems,
advanced control strategies are presented with much more emphasis on the LVRT
operation with reactive power injection for both single-phase and three-phase
systems. Other control strategies like constant power generation control for PV
systems to further increase the penetration level, and the improvements of LVRT
performance for a doubly fed induction generator based wind turbine system by
means of hardware protection solutions are also discussed in this chapter.

1 Introduction

Driven by a steady demand of clean and reliable electricity generation from
renewable energy systems (e.g. photovoltaic and wind turbine systems), the grid
requirements regarding the integration of renewable energy systems are going to
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be more stringent, and thereby also the control systems. Thus, in this chapter,
specific requirements for photovoltaic and wind turbine power systems are
addressed firstly. Focuses are put on the advanced and intelligent control solutions
for those systems to ensure an efficient and reliable electricity generation both
from PV and wind turbine systems.

1.1 Grid Requirements for Photovoltaic Systems

Until currently, in most countries, the photovoltaic (PV) systems still account for a
minor part of the overall electricity generation. Therefore, the Distribution/
Transmission System Operators (DSOs/TSOs) impose basic grid requirements (i.e.
grid codes) on those systems in order to guarantee the quality of the generated
power. For example, in IEEE Std 929-2000, the Total Harmonic Distortion (THD)
for the injected grid current should be lower than 5 % in normal operation to avoid
adverse effects on other equipment connected to the grid [1–3]. Moreover, the
boundaries of the grid voltage and frequency are also specified as shown in Fig. 1.
In response to abnormal grid conditions, the PV systems are currently required to
disconnect from the distributed grid for safety reasons, also known as the islanding
protection. Whilst, in normal operation, the PV systems should maximize the
output power, known as Maximum Power Point Tracking (MPPT).

With the rapid growth of low-voltage PV systems, the current active grid codes
are expected to be modified in order to accept more PV energy in the grid [4, 5].
For the next generation PV systems, it is better to provide ancillary services, such
as Low Voltage Ride-Through (LVRT), reactive power control and frequency
control through active power control, in order to ensure reliable and efficient
power conversion. Similar requirements are currently active for medium- and/or
high-voltage applications (e.g. MW wind turbine systems and large PV power
plant). For example, in Italy, it is required that the PV generation units serving
low-voltage grid with the nominal power exceeding 6 kW have to ride through
grid voltage faults [6]. In Germany, the medium- and/or high-voltage systems
should have LVRT capability with reactive power injection [7]. Recently, a study
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done in Japan presented the LVRT requirements on PV systems, which are con-
nected to single-phase low-voltage grids [8]. Thus, the DSOs have given priority to
find a solution in order to guarantee stable operation of distributed power systems
and accept more PV energy. Examples of the requirements are shown in Fig. 2 [7].
Those requirements are imposed to ensure the safety of utility maintenance per-
sonnel, to protect the equipment, and also to guarantee utility stability.

Further increasing the PV penetration level can be achieved if the above
ancillary services are adopted appropriately. Another solution to accept more PV
energy is to reduce the maximum feed-in power from PV systems (e.g. 80 % of the
nominal power) since the cut-off energy in a year is limited (e.g. 6.23 % reduction
of total energy yield in Aalborg). By doing so, the distributed line capacity is also
freed up. Recently, these issues have been discussed in some countries with a high
penetration level of PV systems [9], e.g. Germany. In Sect. 2, control strategies are
proposed and discussed in order to fulfil the above specific grid requirements.

1.2 Grid Requirements for Wind Turbine Systems

A general demand of the grid requirements for the wind power systems is that the
Wind Turbine Systems (WTS) should behave as the synchronous generators based
conventional power plants. During normal operation, the WTS is required to
generate active and reactive power within a range around the rated voltage and
frequency. The active power response speed and the reactive power capacity are
restricted as well. Under grid faults, the WTS should remain connected to the grid
and provide reactive power to support the grid, also referred as Fault Ride Though
(FRT) requirements. The following provides a brief introduction of the grid
requirements in a few countries.
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1.2.1 Grid Requirements for WTS Under Normal Operation

The grid requirements under normal operations include the frequency and voltage
deviation, the active power control and the reactive power control. The require-
ments related to the frequency and voltage deviation demand that the WTS should
operate within a range around rated voltage and frequency. Usually, this
requirement can be described using three zones: (a) continuous operation zones,
(b) time-limited operation zones, and (c) immediate disconnection zones, as it is
shown in the example in Fig. 3 [10, 11].

The requirements on active power control demand the WTS must be equipped
with active power constraint function, for example, keeping the active power
constant during wind speed changes or limiting the ramp rate of the active power.
In Denmark [10], three constraint functions are required for the WTS, including
the absolute production constraint, the delta production constraint and the power
gradient constraint.

The reactive power control requirement demand the wind power plants should
regulate the output reactive power Q in response to the grid voltage variation, also
known as Automatic Voltage Regulation (AVR). In general, the reactive power
requirement is usually given in three different ways:

• Q control. The reactive power should be controlled independently of the active
power at the point of connection.

• Power factor control. The reactive power is controlled proportionally to the
active power at the point of connection.

• Voltage control. It is a function, which controls the voltage in the voltage
reference point by changing the reactive power generation.

It should be noticed that the reactive power control and voltage control func-
tions are mutually exclusive, which means that only one of the above three
functions could be activated at a time.
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1.2.2 Grid Requirements for WTS Under Grid Faults

Grid faults will introduce grid voltage sags and/or swells. As more wind power
plants have been connected to the grid, the grid code requires that the WTSs have to
ride through grid faults for the stability concerns of the power system [5–7, 10–14].
The general requirements can be described as three aspects. (a) The WTS should
remain connected during a short time of grid voltage sags and swells, known as
LVRT and High Voltage Ride-Through (HVRT), respectively. (b) The WTS should
provide an amount of reactive power to support the grid recovery. (c) After the fault
clearance, the production of active power should be resumed at a limited rate.

LVRT Requirement
Voltage sags, due to short-circuited faults, are the most common grid faults in a
power system. The voltage profiles in Germany, Denmark and Spain are shown in
Fig. 4a under grid faults. The German and Spanish grid codes require that the WTSs
should ride through zero voltage faults within 0.15 s, while the Danish grid code
requires the WTS to ride though voltage sags with 20 % remaining voltage. The
WTSs should stay connected to the grid when the voltage levels are above the curves.

Associated with the LVRT requirement, it is also stated in those grid codes (e.g.
E.ON., Danish and Spanish grid codes in Figs. 2b and 4b) that the WTS should
provide active and/or reactive power during the voltage dips. Normally, the
reactive power support must be satisfied with the highest priority during a fault
operation. The active power generation can be reduced in order to fulfill this
requirement. The reactive power support requirements may differ with grid fault
types in three-phase systems (e.g., three-phase fault, two-phase fault, etc.). For
example, in Germany, the minimum reactive current under three-phase fault is
1.0 p.u.; while under single- and two-phase fault, the minimum reactive current is
only 0.4 p.u.. Typically, the grid sags can be categorized into four fault types as
they are shown in Fig. 5.
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HVRT Requirement
Besides voltage dips, voltage swells are also observed in three-phase systems due
to grid faults. Thus, the grid codes specify that the WTS should ride through a
short time of high voltage, and at the same time absorb a certain reactive power for
the stability concern, referred as HVRT. Figure 6a shows the HVRT requirements
for WTSs in Germany and Spain [12, 13]. It is required for WTS to keep connected
for at least 0.1 s, if the voltage at the Point of Common Coupling (PCC) reaches to
120 % of its normal value in Germany; while in Spain, the WTS should stay
connected to the grid for 0.15 s under a 130 % voltage swell situation.

Similar to the LVRT operation, the WTS have to provide reactive power
support to the grid during HVRT. However, instead of delivering reactive power to
the grid, the WTS should absorb reactive power during HVRT operation in order
to alleviate the voltage rise at PCC, as it is represented in Fig. 6b. The German
grid code demands the WTS to absorb as least 1.0 p.u. reactive current during
under a 120 % voltage swell situation; while in Spain, the requirement is to absorb
about 0.73 p.u. reactive current under a 130 % voltage swell condition.

Recurring Fault Ride-Through
Recurring fault is also a challenge for the WTSs. Thus, the Danish grid has defined
that the WTSs should withstand the recurring faults as it is summarized in Table 1
[10], and also illustrated as Fig. 7. The WTS capacity has to be sufficient to
comply with the requirements specified in Table 1 if at least two independent
faults specified in Table 1 occur within 2 min. The energy provided by auxiliary
equipment should be sufficient in order to operate under at least six independent
faults specified in Table 1 with time intervals of 5 min [10].
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2 Control of Photovoltaic Power Systems

Currently, the PV systems are dominantly for residential applications with low
power ratings (single-phase, a few kWs) and still account for a limited power
generation in most countries. Underpinned by modern advanced power electronics
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Table 1 Fault types and durations in the public electricity supply network in Denmark

Type Fault duration

Three-phase short-circuit Short-circuit for a period of 150 ms
Two-phase short-circuit with/

without earth contact
Short-circuit for a period of 150 ms followed by a new short-

circuit fault of 150 ms after 0.5–3 s
Single-phase short-circuit to

earth
Single-phase-ground fault of 150 ms followed by a new

single-phase-ground fault with the same duration after
0.5–3 s
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technologies, the penetration degree of those low-voltage PV systems is increasing
in recent decades. Thus, ancillary services provided by PV systems are proposed in
some countries [3–5]. As it is shown in Fig. 8, the power electronics converters
together with intelligent control techniques in the renewable generation systems
(PV systems and wind turbine systems) have this responsibility to enable the
power conversion effectively and efficiently.

For a power-electronics based system as shown in Fig. 8, the power converters
associated by intelligent control techniques are responsible for:

• Reliable/secure power supply,
• High efficiency, low cost, small volume, and effective protection,
• Control of active and reactive power injected into the grid, and
• Dynamic grid support (ride-through operation) and monitoring.

Therefore, in this section, advanced and intelligent control technologies of
single-phase PV systems in the provision of ancillary services are discussed firstly.
An overview of three-phase PV systems control technologies is presented as well.
Since the injected current from a grid-connected converter is normally required to
be synchronized with the grid voltage, the synchronization techniques are also
discussed, together with the grid monitoring, which can improve the performance
of grid-connected power converters.

2.1 Control of Single-Phase Photovoltaic Systems

Figure 9 presents the overall control diagram and functions that a PV system
should provide. As for residential applications, typically, the power ratings range
from 3 to 10 kW, and thus a DC/DC converter is necessary to boost the DC
voltage level within an allowable range for the PV inverter (e.g. DC voltage range:
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Fig. 8 Advanced modern power electronics technologies and intelligent control techniques to
enable an efficient and reliable power generation from renewable energy sources
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200–600 V) [15, 16]. Moreover, the use of a boost converter offers flexibility to
extract maximum power from the PV panels, which is a basic requirement for PV
systems and known as Maximum Power Point Tracking (MPPT). There are also
other basic requirements for PV systems, which should be complied with during
the design and operation, such as power quality issues, grid synchronization and
the anti-islanding protection. In order to perform those basic functions for PV
systems, an effective monitoring system, which offers the system operation con-
ditions (e.g. grid conditions and mission profiles), is necessary.

2.1.1 Basic Control of Single-Phase Photovoltaic Systems

The control objectives of a single-phase system [3], can be divided into two major
parts according to Fig. 9:

(1) PV-side controller, with the purpose to extract the maximum power from the
input source considering mission profiles (ambient temperature and solar
irradiance). In general, the protection of the DC/DC converter (boost con-
verter) should also be taken into consideration in this controller.

(2) Grid-side controller, with the purpose to fulfill the basic requirements. Thus,
the grid-side controller can have the following tasks:

• control of the active power delivered to the grid;
• control of the reactive power exchange with the grid;
• high efficiency and high quality of the injected power;
• grid synchronization, and anti-islanding protection.

A conventional control structure for single-phase systems consists of two-
cascaded loops as shown in Fig. 10 in order to fulfill the above requirements.
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Inner Current Control Loop
For the current control loop, which has the responsibilities of the power quality
issues and current protection of the inverter. The existing controllers, such as
Proportional Resonant (PR), Resonant Control (RSC), Repetitive Controller (RC),
and Deadbeat Controller (DB) can be adopted directly [16–22]. Further, applying a
Park transformation (ab ? dq) lead to the possibility of Proportional Integral (PI)
controllers to regulate the injected current, and afterwards, the modulation refer-
ence can be obtained by means of the inverse Park transformation (dq ? ab), as it
is shown in Fig. 10. Since the current control loop is responsible for the power
quality, this responsibility should also be effective and valid in the design of
current controllers and the LCL-filter. By introducing Harmonic Compensators
(HCs) for the controller and adding passive damping for the filter, an enhancement
of the current controller tracking performance can be achieved and the background
distortion influence is alleviated [3, 16, 17, 20, 22].

The PR controller with Harmonic Compensators (PR ? HC) presents a good
performance in terms of accurate tracking and fast dynamic response compared to
the PI controller [22]. The transfer function of this controller can be given as,
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Gi sð Þ ¼ kp þ kr
s

s2 þ x2
0

þ
X

h ¼ 3;5;7;...:

krhs

s2 þ hx0ð Þ2
ð1Þ

where kp is the proportional gain, kr is the fundamental resonant control gain, krh is
the control gain for h-order resonant controller and x0 is the grid fundamental
frequency. As it is shown in Fig. 11, the cascaded HCs can effectively suppress the
harmonics at the corresponding resonant points if the gains are high enough.

Outer Control Loop for Current Reference Generation
The outer voltage/power control loop shown in Fig. 10 provides the system
operation conditions (e.g. grid voltage amplitude and grid frequency) and then it
generates a current reference, which is subsequently utilized in the inner current
control loop. Thus, it offers the possibilities to add control methods into this loop
to shape the injected grid current. For example, based on the single-phase PQ
theory [21, 22], the injected grid current reference can be produced by regulating
the averaged active power and reactive power, as it is shown in Fig. 10. This
power control method is intuitive and simple, since the averaged active power and
the averaged reactive power references (P* and Q*) can directly be set by the
operators. With the help of orthogonal signal generator systems (e.g. Hilbert
transform) [21], the grid current reference i�g can be expressed as,

i�g ¼
1

v2
a þ v2

b

va vb½ � GP sð Þ Pffi P�ð Þ
GQ sð Þ Qffi Q�ð Þ

ffl �
ð2Þ

where va, vb are the orthogonal components of the grid voltage, respectively, P, Q are
the averaged active power and reactive power, P*, Q* are the power references and
GP(s), GQ(s) are PI-based controllers for the active power and the reactive power,
respectively. The grid current is then controlled as shown in Fig. 10.

There are also other control possibilities available for the outer control loop of a
single-phase system, such as the droop-based control and the instantaneous power
control [18, 21]. The droop-based power control method is implemented based on
the assumption that the distributed line is mainly inductive [21]. However, in fact,
the PV systems have been dominated by residential applications with low rated
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power and low voltage grid. In the case of those applications, such assumption is
not valid. The instantaneous power control method acts directly on the instanta-
neous power, and subsequently the reference current is produced. Thus, there is no
need to calculate the averaged active power and reactive power for this method
[18]. Nevertheless, in respects to the control of grid-connected PV systems, the
basic requirements imposed by the Distributed System Operators (DSOs) and/or
national committees should be followed as exactly as possible.

Grid Synchronization
The injected current into the grid has to be synchronized with the grid voltage

as the standards in the field [3]. Therefore, grid synchronization algorithms play an
important role for the PV systems. Moreover, in respect to the above control
methods, e.g. the PQ control strategies, a fast and accurate synchronization system
will strongly contribute to the dynamic performance and the stability margin of the
whole control systems. Even for the instantaneous power control method, the
syntheses of instantaneous power reference from the averaged active power and
reactive power references is affected by the knowledge of the grid conditions.

Different methods to extract the phase angle have been developed and presented
in many studies. Here is presented a brief description of the main methods:

• Zero-Crossing Method, which has the simplest implementation. However, due
to the poor performances mainly when grid voltages register variations such as
harmonics, it is not the optimal synchronization method.

• Filtering of Grid Voltage, being another possibility to extract the phase angle.
With dedicated orthogonal signal generator systems, improved performance of
the zero-crossing method in single-phase applications is achieved, but still, the
filtering method encounters difficulty when the grid presents variations.

• Phase Locked Loop (PLL) Technique, has been the state-of-the-art method to
detect the phase angle of the grid voltage [3, 16, 21]. This algorithm has a better
rejection of grid harmonics, notches, and any other kind of disturbances.
However, for single-phase applications, focuses should be paid on the creation
of the orthogonal signal generator systems.

Grid Condition Monitoring (Fault Detection)
Grid condition information is very important for the control system to perform
special functionalities. The voltage sag detection is the way to identify a voltage
fault and it determines the dynamic performance of the voltage sag compensator
for the distributed systems and the behavior of the whole control system [22–24].
For single-phase system, the Root Mean Square (RMS) method, peak value
method (OSG based sag detection techniques), the missing voltage technique and
wavelet transform method [22, 23] can be used to monitor the grid voltage and
detect the fault.
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2.1.2 Advanced Control of Single-Phase PV Systems
Under Grid Faults

In the case of a wide-scale penetration of single-phase PV systems in the dis-
tributed grid, the disconnection due to unintentional anti-islanding protection
under grid faults can contribute to: (a) voltage flickers, (b) power outages, and (c)
system instability [4, 5, 21]. In order to address those issues, the current active grid
codes are suggested to be modified for the PV systems with ancillary services.
Some grid standards have been updated already. The next generation PV systems
should be capable to ride-through low voltage and provide reactive power to
support the grid at the same time. The performance of such systems under grid
faults can be enhanced by a better voltage sag detection unit in terms of fast
response and accuracy. Referring to Fig. 10, an intuitive and easy way for a single-
phase PV system to inject reactive power during grid faults is based on the single-
phase PQ theory, as it is shown in Fig. 12, including a fault detection unit.

The ‘‘Power Profiles’’ unit in Fig. 12 is used to generate the average active
power and reactive power references for the power controllers, and subsequently,
the references are regulated to produce the grid current reference. In the normal
operation mode, the average active power reference P* is the output of a MPPT
system and the whole system is required to operate at unity power factor to deliver
as much energy as possible to the grid. When a grid voltage fault is detected by the
‘‘Fault Detection’’ unit, the PV system enters into the LVRT operation mode.
According to the grid requirements defined in Fig. 2b, three major possibilities are
available for single-phase PV systems to inject reactive power [5, 23].

Constant Peak Current Strategy
With this control strategy, there is no risk of inverter shutdown due to overcurrent
protection, as the amplitude of the injected grid current (Igmax) is kept constant
during the voltage sag. The injected reactive current level (Iq) is dependent of the
voltage level. According to Fig. 2b, the grid peak current Igmax can be set as the
rated current level IN of the PV system, for example,
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Ig max ¼ IN

Iq ¼ k 1ffi vg

� �
IN

(
ð3Þ

in which vg is the grid voltage in p.u., 0.5 p.u. B vg B 0.9 p.u., and k C 2 p.u..
Based on Fig. 2b, the PV inverter should generate full reactive power (Iq = IN)
when vg \ 0.5 p.u.. The phasor diagram for this control strategy is shown in
Fig. 13, from which it can be observed that the output active power decreases
(Id \ IN and Vg \ Vgn) during LVRT.

Constant Active Current Strategy
Another control possibility under LVRT operation is to maintain the active current
constant. For the purpose to extract as much energy from the PV panels as pos-
sible, the level of active current can be controlled to be that of the rated current
(Id = IN), as it is shown in Fig. 14. The injected reactive current (Iq) is propor-
tional to the voltage sag depth within a voltage range (0.5 p.u. B vg B 0.9 p.u.), as
it is shown in Fig. 2b. With this reactive power injection strategy, the amplitude of
the injected current may exceed the inverter limitation (Imax). To avoid inverter
shutdown owing to over-current protection, the following condition should be
fulfilled during the design and the operation of a PV inverter,

P

Q0

Inverter Limitation

Vg

Id

Imax

Igmax=IN

Iq

Smax

Fig. 13 Representation of
the grid current and the grid
voltage of a single-phase PV
system with constant peak
current control strategy
(vg C 0.5 p.u.)

P

Q

Inverter Limitation

Ig

Imax

Vg

Smax

Iq

Id

Fig. 14 Representation of
the grid current and the grid
voltage of a single-phase PV
system with constant active
current control strategy
(vg C 0.5 p.u.)

54 Y. Yang et al.



ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ k2 1ffi vg

� �2
q

� Imax

IN
ð4Þ

where vg is the grid voltage in p.u. and k C 2 p.u..
Considering a pre-designed inverter with a robustness margin, Imax = 1.25IN,

and k = 2 p.u., it is not possible to utilize this control strategy to inject the
required reactive power, since the minimum margin is 1.41 for k = 2 p.u.. In such
a case, the PV system should also de-rate the active power output in order to
generate sufficient reactive power to support the grid voltage recovery. Otherwise,
over-rated operations may introduce failures to the whole system and shorten the
inverter serving time, and thus the maintenance cost increases.

Constant Average Active Power Strategy
Similar to the constant active current control strategy, a straightforward way to

maximize the output enegy (i.e., to deliver maximum active power) is to keep the
average active power constant during LVRT, as it is shown in Fig. 15. However,
the required injection of reactive power might pose a risk of over-current operation
with this control strategy. In case of this, the currents can be expressed as,

Id ¼
1
vg

IN

Iq ¼ k 1ffi vg

� �
IN

8
<

: ð5Þ

in which vg and k are defined previously. Thus, the following constraint should be
satisfied to avoid inverter shutdown due to over-current protection.

1
vg

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ k2 vg ffi v2

g

� �2
r

� Imax

IN
: ð6Þ

In the design and the operation of the PV inverters, those above constraints
should be considered. Especially, for the next generation PV systems, the provi-
sion of reactive power both in normal operation and under grid faults, and the
requirements of LVRT will come into force in the near future. If the above aspects
are not well considered, the maintenance costs and energy losses may increase.

P

Q

Inverter Limitation

Id
Ig

Imax

Vg

Iq

Smax

Fig. 15 Representation of
the grid current and the grid
voltage of a single-phase PV
system with constant average
active power control strategy
(vg C 0.5 p.u.)
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The corresponding active and reactive power under different voltage sag levels
for the three reactive power injection strategies discussed above can be given as
shown in Fig. 16. Thus, the required reactive power can be injected under different
voltage levels according to Figs. 12 and 16. Simulation results of a single-phase
PV system in LVRT operation with different reactive power control strategies are
given in Fig. 17. The results demonstrate the effectiveness of those reactive power
injection strategies for single-phase PV systems.

2.1.3 Constant Power Generation Control of Single-Phase PV Systems

Another issue to cope with for the DSOs is to expand the power infrastructure in
order to accept more PV energy in the distributed grid. This challenge is even
severe in some countries with an increasing adoption of PV systems, e.g. Germany
and Spain [5, 9, 25]. However, the potential cost brought by such line extensions
and increased maintenances impose new obstacles. In the light of this, the DSOs are
limiting PV installations in order to avoid an extension of the power infrastructure,
which is against the goal of the acceptance of more renewable energy resources in
those countries. Thus, seen from a total cost perspective, the line extension
approach is not the optimal solution to increase PV renewable energy utilizations.

Actually, according to a study of a 3 kW single-phase PV system at a certain
place with a yearly mission profile as it is shown in Fig. 18, a 20 % reduction of
the maximum feed-in power from PV systems only leads to a limited reduction
(6.23 %) of yearly total energy yield. Thus, it is feasible and reasonable to increase
PV penetration degree without violating the line capacity by limiting the maxi-
mum feed-in power from current existing PV systems. Such issues are already
being discussed in some countries where the PV systems share a large electricity
generation, e.g. Germany [9]. Thus, the current active PV systems should enter
into a Constant Power Generation (CPG) mode when the output reaches a certain
level (e.g. 80 % of the peak power) [25, 26, 27]. The cut-off energy can be used in
other systems (e.g. energy storage systems), but the total cost will increase.
However, the CPG operation control for an individual PV system can be imple-
mented by means of: (a) modifying MPPT control and/or (b) enabling an energy
storage system.

With modified MPPT control in the CPG operation mode for an individual PV
system, there is no need to install extra devices and thus there are no additional
expenses. For a PV system with multi-string inverters connected in parallel, by
shutting down a number of string-inverter based PV units, a constant power
generation can also be achieved. The flowchart for a PV system with the CPG
control by modifying the conventional MPPT algorithm is shown in Fig. 19.

According to Fig. 19, the operation principle is described as following:
When the PV output power Ppv exceeds the maximum feed-in power limitation

Plimit, Ppv [ Plimit, the system enters into CPG operation mode and the MPPT
control is deactivated. When Ppv B Plimit, the system should deliver as much
energy as possible to the grid with a MPPT control algorithm, and thus the CPG
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control is disabled. During this period, a conventional MPPT algorithm can be
adopted, such as the perturb-and-observe and incremental-conductance algorithms.

Study results of a 3 kW single-phase PV system with the CPG control by
modifying MPPT algorithm are shown Fig. 20. The study demonstrates the
effectiveness of the CPG method by modifying MPPT control. Thus, it is worth to
investigate two main issues for the CPG control in order to increase PV penetration
level in the future: (a) analyzing the reduction of the energy yield and (b)
developing robust CPG control methods. It is also worth to point out that, due to
the intermittency, the active power from a large PV system should be constrained
to a required value, which is proportional to the possible available power. This
control is known as Delta production control and is set to avoid imbalances or
overloading in the grid in some countries for wind power plants [10]. With the

A
m

bi
en

t T
em

pe
ra

tu
re

 (
ºC

) 
S

ol
ar

 Ir
ra

nd
ia

nc
e 

(W
/m

²)
 

Oct.  Nov.  Dec. Jan. Feb. Mar. Apr.  May  Jun.  Jul.  Aug. Sep. 

Mission Profiles PV Power Conversion Energy Production

20 % Reduction of
Feed-in Power

6.23 % Reduction of
Energy Yield

Oct.  Nov.  Dec. Jan. Feb. Mar. Apr.  May  Jun.  Jul.  Aug. Sep. 

Fig. 18 Energy reduction due to the limitation of maximum feed-in power from a 3 kW single-
phase PV system with a yearly mission profiles (Oct. 2011–Sept. 2012) at a certain place in
Denmark

Sample ipv, vpv and Calc. PPV

Start

PPV > Plimit?

YES

NO

CPG MPPT

Return

Fig. 19 Flowchart of CPG
control by modifying MPPT
algorithm for a single-phase
PV system

58 Y. Yang et al.



same control objectives, such an active power constraint can also be implemented
in PV systems, which consist of significantly accumulated small PV units.

2.2 Control of Three-Phase Photovoltaic Systems

Although most of the PV systems are connected to the grid with single-phase
converters due to the fact that they are highly used in residential applications, there
are also other systems with the same power ratings as those of wind turbine
systems. For commercial or industrial purpose, the use of central inverters, ranging
from tens to hundreds kilowatts, and up to several megawatts, forms three-phase
systems in those applications. Compared to the control of single-phase systems,
since there are more control freedoms (grid voltages, grid currents, instantaneous
power, etc.), the main control issues of grid-connected three-phase PV converters
are transformed through the instantaneous power theory with reference to AC
current and voltage controllers [3, 16, 17]. However, since there is an interaction
between voltage sequences and current sequences under unbalanced grid faults,
which is opt to occur in three-phase systems, either the controlled active power or
the controlled reactive power will have oscillations. In other words, the control of
three-phase PV systems under grid faults is much more complicated, which will be
discussed in the following.

CPG
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12 samples/h

2 samples/h

12 samples/h

2 samples/h12 samples/h
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12 samples/h

80% Feed-in
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20

15
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(a) (b) (c)

Fig. 20 Output power profiles and energy productions of a 3 kW single-phase PV system with
Constant Power Generation (CPG) and MPPT control using measured daily profiles a Solar
irradiance level (up: clear day,down: cloudy day) b Ambient temperature (up: clear day,down:
cloudy day) c Output power and enery production (up:clear day, down: cloudy day)

2 Advanced Control of Photovoltaic and Wind Turbines Power Systems 59



2.2.1 Basic Control of Three-Phase PV Systems

Figure 21 shows the general structure of a three-phase PV system with power
feed-in functions. The main control features of such a system are similar to those
of a single-phase system shown in Fig. 9, such as MPPT control, grid synchro-
nization, reactive power control, and grid supporting features.

The boost stage functions as the input power control stage to extract the
maximum power from the PV strings in normal operation. If the input voltage is
sufficient for the PV inverter, it might be eliminated but results in the lack of a
feasible MPPT control system. The control of the grid-side converter (three-phase
PV inverter) is normally implemented by regulating the DC-link voltage in order
to maintain the power balance between the PV strings and the grid. It also takes
care of the power quality of the generated power by controlling the injected grid
current. With the help of the instantaneous power theory and the Clark and Park
transformations [3, 16], the synchronization and the control of three-phase PV
inverters are easier than that of single-phase PV inverters. The control strategy
applied to the three-phase PV inverters more clearly involves two cascaded loops,
which have the similar responsibilities as those in single-phase systems. The
implementation of the control strategy for such a three-phase PV inverter can be
done in different reference frames, such as synchronous rotating (dq-), stationary
(ab-), and natural (abc-) reference frame [3, 16, 17].

Control Structure in Synchronous Reference Frame
Applying the Park transformation to a three-phase variable (vabc, iabc) leads to the
possibility of dq-control for a three-phase system. This control uses the reference
frame transformation module (abc ? dq) to transform the grid voltage and current
waveforms into a reference frame which rotates synchronously with the grid
voltage. Consequently, the control variables are becoming DC quantities. Since
every deviation of the grid voltage and/or the grid current will be reflected to the
corresponding d- and q-axis components, it leads to an easy solution to filter and
control by means of Proportional-Integral (PI) based controllers.

Grid
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va,b,c ia,b,c

Po

DC

DC

DC
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CPV Cdc Inverter LCL Filter

vdc PWMPWM Xfilter
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Monitoring and Control
Supervisory command 
for DSO/TSO

Q

Fig. 21 Hardware schematic and general control structure of a three-phase grid-connected PV
system with an LCL-filter
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Figure 22 represents the schematic of the dq-control for a three-phase PV
inverter. In this structure, the DC-link voltage is controlled in accordance to the
necessary output power. Its output is then utilized as the reference for the active
current controller, whereas the reactive current reference is usually set to be zero in
normal operation. When the reactive power has to be controlled in some cases, a
reactive power reference must be imposed to the control system.

Since the grid currents are required to be synchronized with the grid voltage, a
Phase-Locked Loop (PLL) system is also included in this control structure. It also
provides the grid phase angle, which is necessary for the Park transformation
model (abc ? dq). For this control structure, the main drawback is the poor
compensation capability of the low-order harmonics in the case of PI based
controllers in a grid-connected system, even when cross-coupling terms and
voltage feed-forward control are adopted to improve the performance [3, 17, 29].
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Control Structure in Stationary Reference Frame
Another implementation of the control loops can be done in a stationary reference
frame, also known as ab-control, which is shown in Fig. 23. In case of this control
structure, the control variables (e.g. grid currents) are transformed using the abc-
ab module. The resultant components in the ab reference frame are sinusoidal.
Since the PI controller is not good at removing the steady-state error when the
signal is time varying, employment of other controllers is necessary.

As it is discussed in Sect. 2.1.1 and demonstrated in Fig. 11, the PR controller
gained a large popularity due to its capability of eliminating the steady-state error
when controlling sinusoidal waveforms, which is the case of ab-control. To further
improve the injected current quality, Harmonic Compensators (HC) for low-order
harmonics (e.g. 3rd, 5th, and 7th order harmonics) can be implemented in parallel
with the PR controller, as it is shown Fig. 23. The transfer function of a PR
controller with HCs (PR ? HC) is represented as (1). Proved in Fig. 11, a low
integral time constant ki or kih leads to a very narrow resonant band, and thus
affecting the performance of the resonant controller. Advanced PR controllers in
terms of high dynamic characteristics have also been reported [30].

Control Structure in Natural Reference Frame
In the natural reference control strategy (abc-control), an individual controller is
applied to each grid current. However, the configurations of the three-phase system
structure, e.g. delta, star with or without isolated neutral, etc., pose a challenge for
the design of the three individual current controllers. A possible implementation of
abc-control is shown in Fig. 24 where the DC-link voltage is controlled to gen-
erate the active current reference. Then, the current references in dq-frame are
transformed into three current references using the inverse Park transformation and
the phase angle of the grid voltages. Each of the current references is compared
with the corresponding measured grid current, and the error goes into the current
controller, forming the reference Pulse Width Modulation (PWM) signal for the
three-phase PV inverter.

In the case of an abc-controlled three-phase PV inverter, three individual
current controllers are necessary to create the duty cycles for the PWM pattern, as
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it is shown in Fig. 24. The existing controllers, such as PI controller, PR controller,
hysteresis controller, dead-beat controller and repetitive controller [3, 17], can be
adopted as the three current controllers in the natural reference frame control
structure. Selection of those controllers is dependent on the control complexity and
its dynamic performance.

2.2.2 Advanced Control of Three-Phase PV Systems Under Grid
Faults

As it has been discussed in the previous section, the three-phase instantaneous
power theory, the Park transformation and the Clark transformation offer the
possibility of feasible control strategies for three-phase PV inverters in normal
operations. However, operations under grid faults as required by the TSOs or
DSOs increases the control complexity. According to Fig. 5, the grid faults can be
classified into two major categories [3]:

(a) symmetrical/balanced fault is very seldom in the three-phase systems, repre-
senting the same amplitude drop on all three grid voltages but no phase shifting;

(b) asymmetrical/unbalanced fault is when the phases register an unequal
amplitude drop together with phase shifting between the faulty voltages. This
fault is induced by one or two phases shorted to ground or to each other.

When an asymmetrical fault occurs, the negative-sequence appears in the grid
voltages and thus increases the control complexity. In respect to the control
strategy under grid faults for three-phase systems, four major possibilities are
available. Since the implementation of these strategies gives rise to the injection of
unbalanced currents to the grid, specific current control structures, which can
properly regulate the positive- and negative-sequence components, are necessary.

Unity Power Factor Control Strategy
One of the control strategies that a three-phase PV system can adopt in the case of
grid faults is to maintain a unity power factor during LVRT. According to the
instantaneous power theory, the most efficient set of currents, which delivers the
instantaneous active power P to the grid, can be given as,

i ¼ gv ; g ¼ P

vj j2
ð7Þ

in which g is the instantaneous conductance and |v| represents the module of the
three-phase voltage vector v. Under unbalanced grid faults, oscillations at twice
the fundamental frequency due to the negative-sequence component will appear in
|v|, and thus high-order components will be presented in the injected currents.

It is shown in (7) that the current vector i is instantaneously proportional to the
voltage vector v. This gives rise to the injection of no reactive power to the grid
(unity power factor) since the current vector i does not have any orthogonal
component, which is in relation to the grid voltage. Therefore, in this control
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strategy, both active and reactive instantaneous powers are controlled constant
during LVRT.

Positive Sequence Control Strategy
The presence of positive-sequence components offers another control strategy for
three-phase systems to follow the positive-sequence of the grid voltages. In this
case, a better fault detection unit, which can detect the unbalanced grid fault, is
necessary. Moreover, the detection system should have high robustness to
unbalanced situation and be able to detect the positive sequences of the grid
voltages. By this means, the detection of positive- and negative-sequences is the
main focus of this control strategy under grid faults.

Since the locked phase angle follows the positive sequence of the grid voltages,
the reference currents can be obtained for all control structures for three-phase
systems in normal operation, which has been discussed previously, for example,
dq-, ab-, and abc-control. However, the ripple of the DC-link voltage rises the only
problem for this control strategy. This situation can be alleviated by introducing a
digital filter. Nonetheless, the DC-link capacitor should be designed with appro-
priate ratings in order to overcome the second-harmonic ripple presenting during
LVRT; otherwise, it may introduce device failures.

With the positive-sequence control, the grid currents will stay sinusoidal and
symmetrical during the fault. An increase in amplitude of the grid currents will
register due to the amplitude drop of the grid voltages. Since there is an interaction
between voltage sequences and current sequences under grid faults, either the
controlled active power or the controlled reactive power will present oscillations at
twice the grid fundamental frequency during the whole fault period [3, 16, 31].
Thus, in [31], the zero-sequence control path has been introduced in the traditional
three-phase system to further increase the control freedoms and to eliminate the
oscillations in the controlled power.

Constant Active Power Control Strategy
Another control possibility for three-phase PV systems under grid faults is to
maintain the active power constant. In the case of unbalanced grid faults which
have been discussed previously, both positive- and negative-sequences will present
in the grid voltages, and consequently, leading to unbalanced grid currents.
According to the instantaneous power theory, both the active and reactive powers
will experience oscillations at twice the grid fundamental frequency due to the
unbalanced grid voltages and currents. This gives the rise to the compensation for
the double-harmonic components by injecting an amount of negative-sequence in
the current reference, which can be expressed as,

Iffi ¼ ffiUffi

Uþ
Iþ ð8Þ

where ‘‘-’’ and ‘‘+’’ denote the negative and positive sequence components of
both current and voltage.
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When this control strategy is applied to a control structure using PI controllers
for current regulation, additional controllers for the negative sequence current are
needed [3, 16], but the active power can be kept constant during the grid fault.
When a control structure based on a PR controller adopts this control strategy, the
negative components of the current can be introduced in the current reference
since this controller can regulate both positive and negative grid angular fre-
quencies (+x and -x). It is worth to notice that the grid currents are unbalanced
during grid faults and that the reactive power presents large oscillations if this
control strategy is adopted [3, 31].

Constant Reactive Power Control Strategy
Similar to the case in the constant active power control, an expression can be
derived for the reactive power to cancel the double-frequency oscillations. In
addition, a current vector, which is orthogonal to the grid voltage vector, can be
obtained. Thus, this offers the access to independently control the reactive power if
the PV inverters are required to exchange a certain amount of reactive power with
the grid. In this case, the reactive power reference is not zero anymore, and it
should be set as the desired value according the grid requirements once the grid
fault is confirmed.

Consequently, with the above control strategies for three-phase PV systems, the
grid codes regarding LVRT under grid faults can be fulfilled. The amount of the
injected reactive power should be set depending on the grid requirements imposed
by the TSOs or DSOs.

3 Control of Full-Scale Wind Turbine Generation Systems

The full-scale WTS mainly consists of a variable speed controlled generator,
which is connected to the grid through a full-scale back-to-back power converter,
as it is shown in Fig. 25 [32]. The generator can be an asynchronous generator, an
electrically excited synchronous generator (WRSG) or a Permanent Magnet
Synchronous Generator (PMSG). The gearbox is not necessary in this case as a
heavier direct driven multi-pole generator is adopted. The typical voltage level of
the full-scale back-to-back power converter is normally Low-Voltage (LV, below
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Generator-side
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Fig. 25 Basic WTS configuration based on full-scale back-to-back power converters
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1 kV), but systems with Medium-Voltage (MV) level appear also. In the future,
the voltage level might be higher so that the system can be connected to the grid
without a transformer.

3.1 Basic Control of Full-Scale Back-to-Back WTS

As the full-scale back-to-back power converter works as an interface between the
wind power generator and the grid, it must satisfy the requirements of both sides
[33–35].

For the Generator Side Converter (GSC) as shown in Fig. 25, the current
flowing in the generator stator should be controlled to adjust the generator torque
and consequently the rotating speed. This will contribute to the active power
balance in normal operation when the maximum power is extracted. The control
schemes differ with the generator types. For example, the control structure of a
PMSG based full-scale back-to-back WTS is represented in Fig. 26 [35].

When the q-axis is aligned to the rotor magnet flux, the dynamic model for a
PMSG based full-scale WTS in dq-reference frames can be described as,

usd ¼ ffiRsisd ffi Ls
d

dt
isd þ Lsxrisq

usq ¼ ffiRsisq ffi Ls
d

dt
isq þ Lsxrisd þ xrW

8
><

>:
ð9Þ

in which, usd, usq and isd, isq are the stator voltage and current in dq-reference
frames, respectively, Rs is the stator resistance and Ls is the stator inductance, and
W is the magnet flux. The electromagnetic torque is given as,

Te ¼
3
2

pWisq ð10Þ
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where p is the pole pairs. It can be concluded from (10) that the torque of the
generator, as well as the output active power, can be controlled by controlling the
q-axis stator current, as it is shown in Fig. 26.

The control scheme shown in Fig. 26 consists of a speed/power outer loop and a
current inner loop. For the GSC, the rotor speed reference x�r is derived from the
active power reference P* controlled by the Maximum Power Point Tracking
(MPPT) system. The output of the speed controller is regarded to be the stator q-
axis current reference in the inner loop. The output of the inner loop u�sdq is the
voltage reference of the GSC.

For the Line-Side (grid-side) Converter (LSC), it should have the ability to
control the DC-link voltage, vdc, in order to ensure that the active power from the
GSC can be delivered into the grid. At the same time, the ability of controlling the
reactive power is required by the grid codes as well. As shown in Fig. 26, similar
to the control of other grid-connected converter, the d-axis is aligned with the grid
voltage vector and the DC-link voltage vdc is controlled with the d-axis output
current isd; while the reactive power Q is controlled by the q-axis current isq.

3.2 Challenges of Full-Scale WTS Under Grid Faults

In a full-scale WTS shown in Fig. 26, a voltage dip induced by a grid fault has less
impact on the generator, since the generator is completely isolated from the grid by
the back-to-back converter. However, the power imbalance problem becomes a
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Fig. 27 Power imbalance between the GSC and the LSC of a full-scale back-to-back WTS due
to voltage sags. a In normal situation. b Under grid faults

2 Advanced Control of Photovoltaic and Wind Turbines Power Systems 67



challenge to the WTS safety. When the grid voltage dip happens, the output active
power of the LSC will decrease instantly. Nevertheless, for the generator side,
because the generator is connected with the wind turbine, which has a large inertia,
the output active power from the generator can only be regulated slowly. Con-
sequently, a power imbalance between the GSC and the LSC will appear, and thus
the DC-link voltage may rise, which leads to over-voltage stresses on the
switching devices, as it is illustrated by Fig. 27 [36].

For the LSC, the grid voltage dips will introduce power fluctuations and DC-
link voltage variations, especially for the unbalanced dips. Its performance under
grid faults is similar to that of the three-phase grid-connected PV systems, which
has been introduced in Sect. 2.2.

3.3 Advanced Control of Full-Scale WTS in FRT Operation

The main control objectives of a full-scale WTS under grid faults are to balance
the power flow between the GSC and the LSC, In order to avoid the DC-link over-
voltage, and suppress the power and DC-voltage fluctuations.

3.3.1 FRT of a Full-scale WTS with DC-Choppers

Using a DC-chopper is the simplest way to avoid over-voltage on the DC-link
during FRT operation, as it is shown in Fig. 28. When the voltage dip happens and
the DC-link voltage vdc rises, the DC-chopper is enabled by switching S, and thus
the power from the GSC is dissipated on a series-connected breaking resistor Rdc.
Hence, the energy balance is restored. The breaking resistor can also work in the
switching mode, and thus the performance of the DC-chopper under different
voltage dip levels can be optimized. A pitch control of the wind turbine is another
way to limit power from the GSC by directly reducing the input mechanical power,
but the response is not fast enough to take away all the power. As a result, it
usually works together with a DC-chopper under grid faults in order to enhance the
FRT performance [36].

Simulation results of the DC-link voltage in a 2 MW PMSG WTS with a
DC-chopper under a 50 % balanced voltage dip is presented in Fig. 29. Compared
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Fig. 28 Full-scale WTS with a DC-chopper for the enhancement of FRT
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with the performance of this system without a DC-chopper in FRT operation, it
can be seen that the over-voltage is significant alleviated by the DC-chopper.

3.3.2 DC-Voltage Control of a Full-Scale WTS Under Grid Faults

Another approach to limit the DC-link voltage under grid fault is to use the GSC to
control the DC-bus voltage, while the LSC is used to control the output power [37,
38]. The relationship between the DC-voltage vdc and the generator rotor speed xr

is represented as,

C � vdc �
dvdc

dt
¼ ffiJ � xr �

dxr

dt
ffi Pload þ

1
2
q � A � CpðxrÞ � v3

w ð11Þ

where C is the DC-link capacitance, J is the system inertia, q is the air density, A is
the wind turbine swept areas, vw is the wind speed. Cp(xr) is the power coefficient
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Fig. 29 Performance of a 2 MW PMSG WTS with a DC-chopper in FRT operation mode
a without a DC-chopper, b with a DC-chopper
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of the wind turbine and it is a function of xr. Although the relationship is nonlinear
because of Cp(xr), the linearization at a given operation point can be achieved with
the methods introduced in [37, 38]. After the linearization, the DC-link voltage can
be controlled by controlling the rotor speed in the GSC control scheme as it is
shown in Fig. 30.

For the GSC, the rotor speed reference is derived from the DC-voltage refer-
ence by means of linearization, instead of MPPT control in normal situation, and
the rest of the control scheme is similar to that in the normal operation.

For the LSC, the output active power P and reactive power Q is controlled in
the outer loop instead of the DC-link voltage. The reactive power support can be
achieved by controlling Q. If the LSC still has enough power capacity after the
reactive power demand is satisfied, the MPPT control can be applied to generate
active power reference P*. Under unbalanced voltage dips, different control
strategies can be applied on the LSC, which are similar to those control strategies
for three-phase PV inverters and have also been discussed in Sect. 2.2.2.

3.3.3 LSC Control Under Unbalanced Faults

As for the LSC, the performance under voltage dips is similar to the three-phase
PV systems under grid faults. The negative-sequence grid voltage will introduce
unbalanced output current, and thus the output active and reactive power and the
DC-link voltage will be fluctuated. An advanced control strategy can be used in
the LSC. With different current references, desirable control effects can be
achieved [16].

4 Control of Doubly-Fed Induction Generators Based
Wind Turbine Systems

Although there is a trend to use full-scale power converters in WTS in recent
years, the Doubly Fed Induction Generator (DFIG) based WTS with partly scale
power converter is still the most widely used variable speed wind turbine until now
[34]. The topology is shown in Fig. 31. The stator side of the DFIG is directly
connected to the grid, while a partial-scale power converter is responsible for the
control of the rotor frequency as well as the rotor speed. The power rating of the
partial-scale converter settles the speed range (typically ±30 % around the syn-
chronous speed). Moreover, the converter performs as a reactive power compen-
sator and a smooth grid interconnection. Smaller power converters have been the
benefits of this concept from economic point of view. However, the main draw-
backs are the use of slip rings, some protection schemes, and the controllability
under grid faults, which will be discussed in this chapter.
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4.1 Basic Control of DFIG WTS Under Normal Situations

The control of the DFIG is achieved by regulating the partial-scale back-to-back
converter. The Rotor Side Converter (RSC) controls the DFIG’s rotor speed and
power, while the Grid Side Converter (GSC) controls the DC-bus voltage and
performs reactive power compensation as well [39].

4.1.1 Control of the Rotor Side Converter

Vector control is one of the most widely used control schemes for the DFIG based
WTS. The dq-reference frames in a vector control can be aligned either to the grid
voltage or to the stator flux. The dynamic model of the DFIG under grid voltage
oriented dq-reference frames can be expressed as,

u
*

sdq ¼ Rs i
*

sdq þ
d

dt
w
*

sdq þ jx0w
*

sdq

u
*

rdq ¼ Rr i
*

rdq þ
d

dt
w
*

rdq þ jxsw
*

rdq

8
><

>:
ð12Þ
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Fig. 31 DFIG based WTS configuration with partial-scale back-to-back power converters
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w
*

sdq ¼ Ls i
*

sdq þ Lm i
*

rdq

w
*

rdq ¼ Lr i
*

rdq þ Lm i
*

rdq

8
<

: ð13Þ

where u
*

sdq = usd ? jusq and u
*

rdq = urd ? jurq are the stator and rotor voltages, i
*

sdq

and i
*

rdq are the stator and rotor currents, w
*

sdq and w
*

rdq are the stator and rotor flux
linkage, respectively, Lm, Ls, and Lr are the magnetizing inductance, stator
inductance and rotor inductance, Rs, and Rr are the stator and rotor resistances,
respectively. Since the d-axis is aligned with stator (grid) voltage vector, the
following is valid,

usd ¼ Ug and usq ¼ 0: ð14Þ

Based on (12) and (13), a T-shaped equivalent circuit of the DFIG can be
obtained, as it is shown in Fig. 32 where Lls and Llr are the stator and rotor leakage
inductances and Ls = Lm ? Lls, Lr = Lm ? Llr.

The active power and reactive power output from the stator side of DFIG can be
derived from (12) and (13), and can be expressed as (15). It can be concluded that
the stator output active power is related to the rotor d-axis current and the reactive
power is related to the rotor q-axis current only. As a result, the active and reactive
power can be adjusted separately by controlling the rotor dq currents. The grid
voltage-oriented vector control scheme for the RSC of the DFIG is shown in
Fig. 33, which consists of a inner current loop and a outer power loop. PI con-
trollers are typically used in the inner loop to regulate the dq currents, whereas the
PR controllers can be used to enhance the control performance under distorted grid
voltages [3].
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Ps ¼ ffiUg
Lm

Ls
� ird

Qs ¼ Ug
Lm

Ls
� irq þ

U2
g

x1Ls

8
>><

>>:
ð15Þ

4.1.2 Control of the Grid Side Converter

The control scheme of the GSC in a DFIG WTS is similar to that in a full-scale
back-to-back WTS. As it is shown in Fig. 34, the GSC is controlled by regulating
the DC-link voltage and the reactive power.

4.2 Challenges of the DFIG WTS Under Grid Faults

The main drawback of the DFIG WTS is its poor controllability under grid faults.
As the stator of the DFIG is directly connected to the grid, the voltage dips induced
by the grid faults, either balanced or unbalanced, will normally generate a natural
flux, which stand still with the stator windings, resulting in large voltage and
current transients. Furthermore, under unbalanced dips, a negative sequence
component will also appear which makes the situation even worse [40–43].
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4.2.1 Performance of the DFIG Under Symmetrical Grid Faults

The symmetrical grid faults will normally introduce balanced voltage dips at the
terminal of a DFIG WTS. The stator voltage drops instantly when a grid fault
happen. According to the flux conservation principle, the stator flux cannot change

Voltage dip happens

soψ

sfψ

snψ
sψ

(a) (b) (c)

Fig. 35 Trajectory of the stator flux in the DFIG during a 80 % voltage dip: a before the voltage
dip, b at the dip moment, c after the voltage dip

Fig. 36 The stator dq-flux of
DFIG after a 50 % voltage
dip
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at the speed of stator voltage drop, and thus a natural flux w
*

sdq will hereby appear,
which can be expressed as,

w
*

sn ¼
p � us

*

jx0
ð16Þ

where p is the voltage dip level.
Consequently, the stator flux after the voltage dips is the sum of two compo-

nents with different frequencies. One is the stator natural flux (w
*

sn) produced by
the voltage dips, which is a DC component in the stator static reference frame, and

the other is the stator forced flux (w
*

sf ) produced by the remaining grid voltage,
which is rotating with the grid voltage vector and with the grid frequency. The
trajectory of the stator flux after a 80 % voltage dips is shown in Fig. 35, and the
stator flux in dq-reference frame is shown in Fig. 36.

According to the superposition principle, the dynamic model of DFIG under
balanced voltage dips can be described with two independent equivalent circuits.

(a) The natural machine is short-circuited while the natural flux w
*

sn exists in the
stator winding, and (b) the forced machine is the remaining grid voltage and no
transient flux exists [42]. The natural and forced machine in dq reference frame is

shown in Fig. 37. Where w
*

sndq, w
*

rndq, w
*

sfdq and w
*

rfdq are the stator and rotor flux in

the natural and forced machine, respectively and w
*

sndq ¼ wsnd þ wsnq. i
*

sndq,

i
*

rndq, i
*

sfdq and i
*

rfdq are the stator and rotor current in the natural and forced

machine, respectively. urndq, u
*

sfdq and u
*

rfdq are the rotor voltage in the natural
machine and stator, rotor voltage in the forced machine, respectively.

The rotor Electro-Motive Force (EMF) in the natural machine and forced
machine can be expressed as (17) and (18), respectively.

e
*

rn � ffi
Lm

Ls
jxre

ffi t
ssw
*

sn ð17Þ

e
*

rf � ffi
Lm

Ls
jxsw

*

sf ð18Þ

where ss is the damping time constant of the stator natural flux, if the rotor is open-
circuited for the natural machine,

ss ¼
Ls

Rs
ð19Þ

As the DFIG usually operates under the rotor speed around synchronous speed
(0.7–1.2 p.u.), the rotor speed xr is much larger than the slip speed xs. As a result,
the EMF produced by the stator natural flux will be much larger than the rotor
EMF in the normal situations, which may result in large transient current in rotor
and destroy the RSC.
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4.2.2 Performance of the DFIG Under Asymmetrical Grid Faults

During asymmetrical grid faults, unbalanced voltage dips will be introduced at the
terminal of the WTS, and be companied with phase jumps in some cases.

Besides of the stator natural and forced flux, a stator negative flux will also be
introduced by the negative-sequence grid voltage. Another equivalent circuit—the
negative machine, can be used to analyze the performance of DFIG, together with
the natural machine and the forced machine [43]. The equivalent model is shown
in Fig. 38.

The stator voltage in the negative machine is the negative-sequence grid
voltage, and the rotor EMF produced by the negative-sequence stator flux is
represented in (20). Compared to (17) and (18), it can be concluded that the rotor
EMF produced by the stator flux with the same amplitude in the negative machine
is much larger than that in the forced machine, and even larger than that in the
natural machine.

e
*

rne �
Lm

Ls
jðx0 þ xrÞw

*

sne ð20Þ

With the existing of the forced flux and the negative-sequence flux, the steady-
state stator flux trajectory after asymmetrical grid fault will be an ellipse. The
stator flux trajectory under a single phase to ground fault is shown in Fig. 39a.

The stator natural flux produced during the asymmetrical grid faults not only
depends on the fault types and voltage dip levels, but also depends on the time
when the fault happens. If the fault happens at t = T0 when the positive and
negative-sequence grid voltage have the opposite directions, the sum of stator
forced and negative flux after fault will be the same as the stator flux before the
fault, and thus the stator natural flux will be zero, it is shown in Fig. 39b. When the
fault happens at t = T0 ? p/2, the stator natural flux will be maximum, as it is
shown in Fig. 39c, and in this case, it can be given as,

w
*

snjt ¼ T0þp
2
¼ 2

3
p � us

*

jx0
ð21Þ

The rotor EMF produced by the natural machine can be calculated by (17) as
well. Under asymmetrical grid fault, the RSC has to deal with not only the natural
and forced rotor EMF, but also the negative-sequence EMF. The RSC may be
saturated under serious voltage dips.
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Fig. 38 Equivalent negative
machine model of the DFIG
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4.2.3 Performance of the DFIG Under Recurring Grid Faults

The new grid codes in some counties (e.g. Denmark) demand the WTS to ride
through multiple grid faults which are happening within a certain time range, also
known as recurring faults immunity. An example of two three-phase symmetrical
recurring faults is shown in Fig. 40. These recurring faults last for 100 ms from the
recovery of the first grid fault to the next one.

The performance of the DFIG during the first voltage dip will be the same as
that in the single voltage fault. The analysis started at t = t0 when the grid voltage
starts recovering. The recovery of the three-phase voltage will take place gradually
in most cases, as the breakers in power systems can only open at the current zero-
crossing points. The grid voltage comes back to normal conditions at t = t1.
During t0 and t1, the three-phase symmetrical fault will become a two-phase
asymmetrical fault, and this period lasts for 5 ms normally.

After t1, the grid voltage reaches the normal condition, but a natural flux will be
introduced, similar to the case of voltage dips. However, the natural flux produced

sψ
0snψ =

snψ

s soψ ψ=
sψ

soψ

0t T= 0 2
t T

π= +

(a) (b) (c)

Fig. 39 Trajectory of the stator flux during asymmetrical grid faults: a the steady state after
faults, b the situation with zero natural flux and c the situation with the maximal natural flux
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Table 2 Stator natural flux produced by the voltage recovery

h 85� 75� 60� 45�

w
*
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by the voltage recovery is normally smaller than that under voltage dips,
depending on the angle between fault current and voltage (h), as shown in Table 2.
Moreover, since the grid voltage is normal after the grid recovery, the torque and
the power fluctuations brought by the natural current with the same amplitude will
be larger than that under voltage dips.

The next grid fault happens at t = t2. If the natural flux produced by the voltage
recovery has been decayed before t2, the performance of the DFIG under the next
voltage dip will the same as that under a single voltage dip. However, if the natural
flux produced by the voltage recovery still exists at t2, it may be superposed on the
natural flux produced by the next voltage dip, as it is shown in (22).

w
*

snjt ¼ t2
¼ w

*

sn r þ w
*

sn d ð22Þ

in which w
*

sn r is the remaining natural flux when the next voltage dip comes and

w
*

sn d is the natural flux produced by the next voltage dip. If this happens, the
stator natural flux after the second grid fault may be larger than that in single dips,
which will normally result in large transient current and voltage on the rotor side.

4.3 Advanced Control of the DFIG WTS in FRT Operation

The FRT of the DFIG WTS can be achieved by applying the advanced control
strategies to the RSC. However, since the rotor EMF produced by the stator natural
and negative flux is higher than that in normal situation, the RSC may be saturated
when the voltage dip level is high. In that case, a breaking chopper is required on
the DC-link in order to prevent the over-voltage.

The advanced control strategies for the DFIG WTS under grid faults aim at
accelerating the damping of the natural flux as well as limiting the rotor current.
Nonetheless, normally, a trade-off has to be made between the two control
objectives. Two advanced control strategies are introduced in this section. One is
the demagnetizing current control, which focuses on accelerating the damping of
natural flux, and the other is the stator and rotor current control, which aims at
limiting the stator and rotor current.

4.3.1 Demagnetizing Current Control

The demagnetizing current control proposed by D. Xiang et al. [44, 45] uses the
rotor current to accelerate the damping of the stator natural flux. The relationship
between rotor natural current and stator natural flux in the natural machine can be
derived from (12), (13) and Fig. 37a. It can be given as,
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d

dt
w
*

sn ¼ ffi
Rs

Ls
w
*

sn þ
Lm

Ls
Rs i

*

rn: ð23Þ

From (23), it can be concluded that if the rotor current i
*

rn is in the opposite

direction with the stator natural flux w
*

sn as shown in (24), the damping of w
*

sn will
be accelerated. The demagnetizing control is set based on (24), with the control
scheme shown in Fig. 41.

i
*

rn ¼ ffikw
*

sn ð24Þ

The stator flux in the dq-reference frame w
*

sdq is obtained from the flux
observer; the stator natural flux in dq-reference frame is with the frequency of x0,

while the forced flux is the DC-component. Therefore, the stator natural flux w
*

sndq

can be separated through a Low Pass Filter (LPF). Under grid faults, the current
reference is calculated based on (24) and the damping of the stator flux will be
accelerated. Noticed that the larger the rotor demagnetizing current is, the faster
the damping of stator natural flux becomes. A simulation in a 1.5 MW DFIG WTS
under a 50 % symmetrical voltage dip is shown in Fig. 42. The parameters of the
DFIG used in the simulations are listed in Table 3. Compared with the normal
vector control, it can be seen how the damping of the stator flux is accelerated.
However, in order to achieve better damping performance on the stator natural
flux, a large rotor current cannot be avoided. At the same time, the demagnetizing
current may introduce torque fluctuations with the stator flux, as shown in
Fig. 42a.
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4.3.2 Stator and Rotor Current Control

Besides accelerating the damping of the stator natural flux, limiting the rotor and
stator current is another major task for the DFIG systems under grid faults. A
simple control strategy is proposed F.K.A. Lima et al. [46] to limit the stator and
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Fig. 42 Simulation results of a 1.5 MW DFIG WTS under 50 % symmetrical voltage dips:
a with demagnetizing current control and b with normal vector control

Table 3 Parameters of the 1.5 MW DFIG used in the simulations

Rated power 1.5 MW Mutual inductance Lm 4.00 mH
Rated line-to-line voltage 690 V Stator inductance Ls 4.05 mH
Stator resistance Rs 2.139 mX Rotor inductance Lr 4.09 mH
Rotor resistance Rr 2.139 mX Stator-rotor ration nsr 0.369

80 Y. Yang et al.



rotor currents, by applying the stator current as the rotor current reference under
grid faults, which is shown in (25).

i
*�

r ¼ i
*

s ð25Þ

Therefore, the rotor current in the natural and forced machine models may be
derived from (25) and (13), and expressed as (26).

i
*

rn ¼
w
*

sn

Ls þ Lm
and i

*

rf ¼
w
*

sf

Ls þ Lm
ð26Þ

If the voltage rate of the RSC is large enough to control the rotor current as
expressed in (26), the rotor current during grid fault can be limited. However, since
the rotor natural current here has the same direction with the stator natural flux, the
damping ability on the stator natural flux may not be as good as that in demag-
netizing current control. The control scheme of this control strategy is shown in
Fig. 43. During the voltage dips, the rotor current reference is switched from the
output of the outer power control loop to the stator current. The control structure is
simple and the flux observer is not needed.

The simulation results of a 1.5 MW DFIG WTS with stator and rotor current
control is shown in Fig. 44a, and also compared with the normal vector control
(Fig. 44b). The rotor current is significantly reduced by the stator and rotor current
control. However, the damping of the natural flux is not accelerated. The torque
fluctuation is smaller than that in the demagnetizing current control, and almost the
same as that in the normal vector control.

DFIG

Gear

Transformer
Grid

AC

ACDC

DC

dq/abc sabc
i

sabc
u

PQ
calculate

sP

sQ

PLL
sabc

u0
ω

0
θ

r
θ

s
θ

Power
control

*

sP
*

sQ
*

rdq
i rdq

i
Current

controller

*

rdq
u

Stator and rotor current control scheme

abc/dq

rabc
i

*

rabc
u

sθsθ

sP sQ

RSC

sabc
i

sabc
u

rabc
i GSC

rθ

sabci
Under grid fault

sdqi

Normal
operation

abc/dq

0
θ

Fig. 43 Control scheme of the stator and rotor current control for a DFIG WTS

2 Advanced Control of Photovoltaic and Wind Turbines Power Systems 81



4.4 Hardware Protections for the DFIG Under Grid Faults

Although it is a cost-efficient way to ride through the grid fault by applying
advanced control strategies, the hardware protection is still necessary under serious
voltage sags. Since the rotor EMF produced by the stator natural and negative-
sequence flux may be much larger than the maximum output voltage of the RSC,
the RSC may be saturated and the generator might be out of control. On the other
hand, the extra power in the rotor circuit need to be dissipated as the power
delivery ability of the GSC is reduced with the voltage dips. In this case, hardware
solutions are necessary to protect the RSC and help the DFIG ride through grid
faults.
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4.4.1 Rotor Side Crowbar

A rotor side crowbar can short-circuit the rotor side of DFIG under grid faults with
a resistance, so the rotor transient current will flow through the crowbar instead of
the RSC, as shown in Fig. 45 [41]. The equivalent circuit of the natural machine in
a DFIG with the rotor side crowbar is shown in Fig. 46. With the application of the
rotor side crowbar, the rotor current and stator current are limited, and the damping
of the stator natural flux can be accelerated.

The value of the crowbar resistance must be designed carefully to meet the FRT
requirements. If the crowbar resistance is too small, the rotor and stator current
will still be very large. If the crowbar resistance is too large, the voltage on the
crowbar will be too high and it may give a rise to the DC-link voltage of the RSC.
This may cause over-voltage on the switching devices.

Besides the additional cost, the major drawback of the crowbar is that the rotor
side is short-circuited, when the crowbar is enabled. Thus, in this case, the DFIG
works as a caged generator and the DFIG is out of the RSC control. Since the
magnetizing current cannot be provided by the RSC, the stator will absorb reactive
power from the grid, which is against the grid requirements.

To overcome these drawbacks, the rotor side crowbar can be enabled only for a
short-period after the voltage dips, and then cut off from the rotor side as long as
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the natural flux is damped. By doing so, the output voltage of RSC is large enough
to control the DFIG. Advanced control schemes can be cooperated with the
crowbar to shorten its operating time. However, for the asymmetrical faults, as the
rotor EMF brought by the stator negative-sequence flux is so large, the crowbar has
to be enabled all the time during the voltage dips.

4.4.2 DC-Chopper

In order to avoid the overvoltage on the DC-link of the RSC, a breaking chopper is
usually added on the DC-link. When the DC-link voltage surpasses the limit, the
DC-chopper can be connected in order to consume the energy, as it is shown in
Fig. 47 [47].

If the RSC is disabled when the DC-chopper is activated at the DC-link, the
DC-chopper will act as the rotor side crowbar from the rotor side point of view.
The DFIG will be out of control and the stator side will absorb a large amount of
reactive power from the grid. However, the DC-chopper is usually cooperated with
the advanced control strategies. When the RSC is saturated and/or when the rotor
EMF is too large for the RSC to handle, the DC-chopper can consume the power
fed to the DC-link and thus avoid over-voltage on the DC capacitor. The safety
operation is guaranteed under serious voltage dips.

The DC-chopper can also be used together with a crowbar. In this case, the
rotor current can be shared between the DC-chopper and the rotor-side crowbar.
The activating time of the rotor side crowbar can somehow be reduced.

4.4.3 Series Dynamic Breaking Resistor

The rotor side crowbar uses a resistor, which is parallel connected to the RSC in
order to limit the rotor current. Another approach is to connect the resistor in series
with the RSC in the rotor side, or with the DFIG in the stator side, or both, as it is
shown in Fig. 48 [48].
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This so-called Series Dynamic Breaking Resistor (SDBR) can limit the rotor
current, and accelerate the damping of the stator natural flux at the same time. The
equivalent circuit of the natural machine with stator and rotor SDBR is shown in
Fig. 49. The stator and rotor resistance is increased by the SDBR, so the rotor and
stator current can be significantly limited. Moreover, the voltage drop across the
SDBR will reduce the output voltage demand of the RSC. Further, the increase of
the stator resistance will accelerate the damping of the natural flux.

4.4.4 Dynamic Voltage Restorer and Other Wind Farm Solutions

The Dynamic Voltage Restorer (DVR) uses a converter in series connected with
the stator side of the DFIG in order to compensate voltage dips, as shown in
Fig. 50. In normal situation, the output voltage of the DVR is controlled to be zero.
When the grid voltage drops, the DVR will generate a voltage to compensate the
voltage dips, so the stator side will not ‘‘see’’ the voltage dips and no stator natural
or negative sequence flux will be introduced [49, 50]. The DVR can also be placed
between the transformer and the grid, so that the GSC will not influenced by the
voltage dip either.

Since the stator voltage of the DFIG will not decrease with the compensation of
the DVR, no special control strategies are needed for the RSC. However, the major
drawback of the DVR is its high cost. An additional converter is required together
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with a transformer of large power rating, which is connected to the stator side. The
DVR can also be connected to the AC-bus of wind farms, known as Static Syn-
chronous Series Compensator (SSSC). With an accurate control, all the WTSs in a
wind farm will experience only a very short time of voltage dips, and the stator
voltage remains in normal during the operation.

Moreover, the STATCOM has been widely used in modern wind farms, since it
can provide reactive power support during the voltage dips. It can also rise the line
voltage, and compensate the reactive power absorbed by the DFIG when the
crowbar is activated.

5 Summary

To meet the imperative demand of a clean and reliable electricity generation, more
efforts have been made on the integration of solar and wind energies. In this case,
the grid stability and robustness may be violated due to the intermittency and
interaction of the solar and wind renewables. Advanced and intelligent control
solutions applied to the power electronics systems, discussed in this chapter, can
enable the power conversion efficiently and reliably. As shown in this chapter, the
power ratings range from several kilowatts to few megawatts, which covers res-
idential PV applications and megawatts wind power plants. Related grid demands,
which will be more stringent, have been presented firstly.

In respect to single-phase applications, mostly residential PV systems,
advanced and intelligent control strategies have been discussed considering a
wide-scale adoption of photovoltaic energy. For instance, the LVRT, which has
been a basic requirement for wind turbine systems, has been investigated for
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low-voltage PV systems. Three possible reactive power injection strategies can be
adopted for a single-phase PV system under grid faults: (a) constant peak current
control, (b) constant active current control and (c) constant average active power
control strategy. In order to further increase the PV penetration level, a constant
power generation control strategy has been developed in this chapter.

For commercial applications, the PV systems also include central inverters with
high power ratings (e.g. tens to hundreds of kilowatts), forming three-phase sys-
tems. The control strategies for such systems are similar to those for the grid-side
converter in WTs. The differences lie in the control of the rotating machines, e.g.
two commonly used generators—PMSG and DFIG, and the injection of the
positive- and/or negative-sequence currents under grid faults. Four major strategies
are available for such systems: (a) unity power factor control, (b) positive
sequence control, (c) constant active power control and (d) constant reactive power
control. The implementations of such control strategies can be done in dq-, ab-,
and abc-reference frames. Improvements of LVRT for DFIG based WTs by means
of hardware protection solutions have also been discussed in this chapter, like
using the rotor side crowbar, the DC-chopper, the SDBR and the DVR.
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Chapter 3
Control of Grid Connected Converter
(GCC) Under Grid Voltage Disturbances

Marek Jasiński, Grzegorz Wrona and Szymon Piasecki

Abstract In this chapter operation of a reliable control method of a Grid Con-
nected Converter (GCC) under grid voltage disturbances is presented. As a GCC
authors understand power electronic AC-DC converter with AC side filter and DC-
link capacitor operating as an interface between the electrical grid and Active
Loads (AL). At the beginning short introduction to selected grid voltage distur-
bances is given. Afterwards, the chosen modeling approach of a GCC is discussed
and the example of passive components calculation are provided. In the next
sections a brief review of a basic GCC control methods is described. A control
method: Direct Power Control with Space Vector Modulation (DPC-SVM) is
chosen for further development process. For the basic scheme of DPC-SVM
special control modules for voltage dips and higher harmonics compensation are
presented. Due to the development of new control modules and its integration with
the classical DPC-SVM a new reliable (robust to selected grid voltage disturbances
such as dips, higher harmonics) control method is proposed: Robust Direct Power
Control with Space Vector Modulation (RDPC-SVM). The term ‘‘robust’’ in the
name of proposed control refers to the fact that the RDPC-SVM method is
expected to operate in an uncertain environment with respect to the system
dynamics. This new control method can assure sinusoidal like and balanced AC
current in extremely distorted grid voltage. Based on the case study from series
5–400 kVA of Voltage Source Converters (VSCs) it was verified that the control
dynamic and features of the RDPC-SVM fulfill requirements of sinusoidal and
balanced currents under uncertain grid voltage distortions. Moreover, the quality
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of current and power is significantly improved in comparison to classical methods.
Hence, the negative impact of the GCC on the grid voltage (through its inner
impendence) is significantly reduced i.e.: lower Total Harmonics Distortion (THD)
factor of a grid current, control of active and reactive power flow assure good
quality of integration with a grid even in case of increased impedance within
operation limits.

1 Grid Voltage Disturbances: Introduction

In this chapter, based on particular example, is presented how to design and control
the Grid Connected Converter (GCC) under distorted grid voltage conditions to
keep the currents always as close to sinusoidal shape as possible (low THD) and
balanced. GCC is defined as grid friendly, modern power electronic converter
operating as an interface between the grid and distributed sources. It gives also
possibility of energy saving because provides inverting mode useful in renewable
energy application and in case of Adjustable Speed Drives (ASD) regenerative
braking with energy saving capability [1]. Due to, systematical cost reduction of
the semiconductor devices and digital control platforms, GCCs are serially pro-
duced from range of few kVA up to MVA.

There are a lot of different aspects related with power quality (especially with
grid voltage disturbances), it is impossible to address all of them in one short
chapter. In this section only short introduction to the problem of the grid voltage
disturbances is given. Therefore, for more information the best source of knowl-
edge related to power quality issues are standards, recommendations [2–18], and
excellent references like Bollen, Strzelecki, Hanzelka [2, 19].

There are several regulations (standards, scientific papers, and recommenda-
tions) with information about power quality, reliability and allowed voltage dis-
turbances that have to be taken into account while power electronics GCC is going
to be connected to the utility grid.

One of them is SEMI F47-0706 standard completely rewritten in 2006. This
standard is devoted to semiconductors industry. It takes into account power quality
aspects, especially voltage sags (dips) [2–19]. The main aim of the document is to
give information about voltage dips immunity of a device needed in semiconductor
processing, metrology, and automated test equipment. There are some requirements
and recommendation according to immunity of the device in case of using it under
voltage dips in semiconductor mass production process. It helps to make a trade of
decision between voltage dips immunity and higher costs of power electronics
devices. The SEMI F47 is related to another standards: a IEC 61000-4-11 [11],
related to dips phenomena. This is convenient because helps to meet both standards
under one similar assumptions and grid voltage dips electronics devices immunity
tests. However, it should be noted that the IEC 61000 (EN 61000) (developed by
national experts) standards are unceasing updated and changed. There is also
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CENELEC EN 50160 [5] standard which has been also updated very often during
recent 10 years. At this point, some IEEE recommendations, practices and
requirements i.e. IEEE 519-1992 or IEEE 1159 (developed by volunteers) has to be
mentioned [3, 4]. These recommendations should also be taken into account in the
development process of a GCC features. Moreover, there are also several local
regulations of a grid operators so called ‘‘grid codes’’. These grid codes usually are
very precise and more strict than standards as in case of Wales, Germany, Denmark
[17, 20]. In a grid code detailed information about integration with local power
system can be found.

Taking into account dynamic changes of the power quality requirements and
development of power electronics devices it is worth to focus on control methods
of power electronic converters and its reliability in case of grid voltage dips, higher
harmonics etc. In the literature can be found a relations between disturbance levels
[19]: immunity level, emission level, compatibility level, planning level, design
level versus probability density function of equipment performance degradation.
For novel, environment friendly power electronics devices requirements according
to power layer and control layer should be systematically updated to fulfill stan-
dards and reduce a negative influence on supply network. It would be convenient
to think about GCC hardware like about power electronics building block (PEBB)
that is unified and ready for programming of different sophisticated functionalities.
The software (control methods) should be designed in modular way, allows to
update and add new needed/expected by customer functionalities (e.g. grid voltage
dips compensations module, higher harmonics compensation module or standalone
operation mode module etc.).

There are two main groups of grid voltage disturbances: dips and higher har-
monics. The terminology of grid voltage disturbances in literature is not unified,
therefore some clarification is needed. In North America market the term sags is
understanding as:

• voltage sag depth—the value in percent of nominal voltage remaining during the
sag,

• and voltage sag duration—measured in cycles or in seconds.

In case of European EN 60160 voltage dip is:

• a temporary reduction of the one RMS voltage at a Point of Common Coupling
(PCC) below specified start threshold (equals to 90 % of the reference voltage),

• voltage dip duration—is a time between the instant at which the one RMS
voltage in the PCC falls below the start threshold value and the instant at which
the one voltage rises the end threshold (time is from 10 ms up to including
1 min),

• voltage dip residual voltage—is a minimum value of the one RMS voltage
occurred during a voltage dip (expressed as a percentage of the reference
voltage) [5].
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Harmonics distortion is defined by a Total Harmonic Distortion (THD) factor.
The THD can be also calculated in deferent ways:

• in North America up to 50th higher harmonic,
• in Europe up to 40th higher harmonics.

Both mentioned groups of grid voltage distortions are described below.

1.1 Grid Voltage Dips

Generally, dips are temporary reduction in one, two or three phases of the RMS
voltage. During dips a phase shift between each phases can also be changed. Dips
can be caused by intentional changing of a power system configuration or by
unpredicted short circuits. Dips can occur symmetrically (voltages in each phases
are equal—Fig. 1c) and asymmetrically (as presented in Fig. 1a, b).

As it was mentioned in the introduction that dips (sags) can be described in
different manner like in IEEE recommendations (493-1998, 1159-1995, 1346-
1998): 70 % dip from 230 V means that voltage falls to the value equals to
230 V 9 0.7 = 161 V. Hence, there is a possibility to make a mistake easily,
because 70 % dip can be understand that voltage RMS value falls to 30 % of
nominal RMS value. To avoid confusion in the literature reader can find a rec-
ommendation that when the dip is described it is better to write: ‘‘dip to 70 % of
nominal voltage’’ [2–4]. Fortunately, in IEC standards this problem was solved by
dip definition as an actual percentage voltage falls in respect to nominal RMS
voltage value [5].

To summarize, in this chapter dip will be described as RMS voltage value
reduction between 90 and 1 % of declared RMS voltage value. After a short period
of time (from 10 ms up to including 1 min) the RMS voltage value returns to
declared RMS voltage value [5]. In Fig. 1a different types of voltage dips are
presented.

Dip is quite similar to short circuit, however the voltage drop is higher than 1 %
of declared value. According to the EN 50160 standard dips can be classified as
[5]:

• short (below few second) and weak (B60 %),
• short (below few second) and deep (C60 %),
• long (more than few second) and weak (B60 %),
• long (more than few second) and deep (C60 %).

It has to be stressed that change in grid voltage RMS value can cause a number
of problems in control of grid connected converters e.g. DC-link voltage oscilla-
tions, distortion of the phase currents (like unbalance), active and reactive powers
oscillations [21].
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1.2 Grid Voltage Harmonics

Higher harmonics are components which frequencies are being multiple of the
fundamental frequency. Therefore, in Europe (50 Hz grid frequency) second
harmonic frequency equals to 100 Hz, etc. Voltage harmonics are produced by
nonlinear loads like: diode rectifiers, traction rectifiers, thyristor-based industrial
drives etc., connected to the PCC. Because of large number of nonlinear loads the
amount of higher harmonics is growing. Harmonics can cause a serious problems
or even damage of electrical or electronics devices.

Several different definitions of higher harmonics distortion can be found in the
literature. According to the EN 50160 standard higher harmonics are measured
under normal operation conditions, during each period of week, 95 % of the
10 min mean RMS values of each individual harmonic voltage shall be less or
equal to the values given in Tables 1 and 2. Note that harmonics higher than
h = 25 is difficult to predict because it mainly depends on resonances. The THD
factor of the grid voltage for considered voltage level (taking into account all
harmonics up to 40) shall be less or equal to 8 % [5] or to 4 % [17] (taking into
account all harmonics up to 50). Other recommended limit of the voltage distur-
bances given by IEEE 519-1992 is 5 % for the THD and below 3 % for each
individual frequency. In this case the limit for individual harmonics is determined
by number of loads at PCC (e.g. 10) and grid nominal voltage level (e.g.\69 kV).

Moreover, according to IEEE 519-1992 and EN 50160 the THD factor can be
calculated as:

THDIEEE ¼

fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflP50
h¼2 U2

GðhÞ

U2
Gð1Þ

vuut 100% THDEN ¼
fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflX40

h¼2
U2

GðhÞ

r
ð1Þ

It has to be remembered that computers and associated equipment such as
programmable controllers frequently require AC sources that have voltage har-
monics distortion lower than the 5 % of the THD, with the largest single harmonic

(a) (b) (c)

Fig. 1 Different voltage dips: a single-phase, b two-phase, c three-phase
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being lower than 3 % of the fundamental component. Higher levels of harmonics
result in erratic, malfunctions of the equipment that can, in some cases, have
serious consequences (e.g. costly brakes in mass production process) [22]. Also,
instruments can be affected similarly. Perhaps the most serious malfunctions are in
medical instruments. Consequently, many medical instruments are provided with
special power electronics devices (line-conditioners). Here is a wide application
field, mainly for AC-DC-AC converters, operating as uninterruptible power sup-
plies systems.

Therefore, a lot of methods for elimination of harmonics distortion in the power
system are developed and implemented [19, 23]. Moreover, several blackouts in
recent years (USA and Canada (New York, Detroit, Toronto) in 08.2003, Russia
(Moscow) in 05.2005, USA (Los Angeles) 09.2005) and in 2008, Poland (Szczecin

Table 1 Odd voltage harmonics in different standards and grid codes [4, 5, 17]

Odd harmonics

Not multiples of 3 Any h of
harmonics,
Uh (%)

Multiples of 3

Order h Relative Amplitude, Uh (%) Order h Relative Amplitude, Uh (%)

EN50160 Wales IEEE519-1992 EN50160 Wales

5 6 3 \ 3 3 5 3
7 5 3 \ 3 9 1.5 1.5
11 3.5 2 \ 3 15 0.5 0.3
13 3 2 \ 3 21 0.5 0.2
17 2 1.6 \ 3
19 1.5 1.2 \ 3
23 1.5 1.2 \ 3
25 1.5 0.7 \ 3
[ 25 na 0.2 ? 0.5(25/h) \ 3

Table 2 Even voltage harmonics in different standards and grid codes [4, 5, 17]

Even harmonics

Not multiples of 3

Order h Relative Amplitude, Uh (%)

EN50160 Wales IEEE519-1992

2 2 1.5 \ 3
4 1 1 \ 3
6…24 0.5 na \ 3
6 0.5
8 0.4
10 0.4
12 0.2
[ 12 0.2
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area), shows that the power quality and reliability improvement are serious and
important problems.

Methods of harmonics reduction can be divided into two main groups (Fig. 2):

• passive and active filters—harmonics reduction of the already installed non-
linear loads,

• multi-pulse rectifiers and GCC—power-grid friendly converters (with limited
THD index) [21].
Because the grid friendly GCC and its control methods are a scope of this

chapter here it will described harmonics reduction method realized by the GCC.
After modification an active filtering function can be introduced into a GCC
control structure [24–28]. Moreover, the GCC can compensate current of a non-
linear load connected in parallel to the PCC.

It should be stressed that in real power system a voltage is usually distorted by
higher harmonics as shown in Fig. 3. This distortion has a negative impact on the
grid current formed by a power electronics converter.

2 Modeling and Basic Control Methods of Grid Connected
Converter

In this section mathematical modeling of the GCC is described. As can be seen
from literature precise mathematical modeling of the controlled object is very
important in control process [29–44]. Here we will focused on VSC modeling
operating as a GCC. This description is significantly shortened but more detailed
information can be found in [45–48].

Harmonics Reduction Techniques 

Filters 

Passive HybridActive

Mixing of 
single and 

three-phase 
diode rectifier

Active grid 
connected 
converters

2-level 
current 

source GCC 

2-level 
voltage 

source GCC

Multi-pulse active 
grid connected 

converters  

Multi-level 
GCC

Fig. 2 Selected higher harmonics compensation method
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2.1 Space Vector Description Used in Modeling of a Voltage
Source Converter

Considered, symmetric three-phase system is described by phase quantities in
natural coordinate system, such as voltages, currents and fluxes or Virtual Fluxes
(VF) [45, 48]. Due to Space Vector (SV) representation this system can be
expressed by one SV of voltage and current respectively [49, 50]. In Fig. 4 the SV
graphical representation is given.

(a) (b)

Fig. 3 Distorted grid voltage by 5th harmonic and grid current for applied control method:
a without higher harmonics compensation, b with higher harmonics compensation feature

A
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C

Re
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)(tk A

)(tkBa

)(2 tkCa
k

2

3

k

a

2a

1

Fig. 4 Graphical
representation of a Space
Vector (SV) described by
Eq. (2)
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k
def 2

3
kA tð Þ þ akB tð Þ þ a2kC tð Þ
� �

ð2Þ

where 2/3 is normalization factor, 1; a ¼ �1=2þ j
fflfflffl
3
p �

2; a
2 ¼ �1=2� j

fflfflffl
3
p �

2 are
complex unity vectors, with phase shift, kA tð Þ; kB tð Þ; kC tð Þ denote phase quantities
in a system of natural coordinates satisfying the condition:

kA tð Þ þ kB tð Þ þ kC tð Þ ¼ 0 ð3Þ

An advantage of SV is possibility of their representation in various coordinates.
Therefore, space vectors are very flexible and comfortable tool to describe a three-
phase objects.

2.2 Voltage Source Converter (VSC): Basic Constrains

Let consider a 2-level VSC as presented in Fig. 5. Main circuit of the three-phase
bridge converter consists of three legs with two controllable power-electronics
devices (e.g. Insulated Gate Bipolar Transistors (IGBT), Metal-Oxide Semicon-
ductor Field-Effect Transistor (MOSFET), and other transistors based on Silicon
Carbide (SiC)). Under consideration in this chapter the IGBT will be selected.
When transistor is in conducting mode the gate signal is ‘‘1’’ and when transistor is
in blocking mode the gate signal is ‘‘0’’.

This circuit can be treated as a PEBB which may be adopted to any personal
(custom) needs compatible with assumption presented in this chapter. Pre-imple-
mented classical control method may be simple extended by additional modules to
meet evolving power quality standards [51, 52].

The converter AC voltage can be obtained by eight possible switching states as
shown in Fig. 6. For simplicity of the converter structure, each VSC leg is rep-
resented by an ideal switch. Six switching states construct active vectors and two
switching states are related with zero vectors states. The converter AC voltage can
be represented as a complex SV as follows (Fig. 7):

UcðnÞ ¼
2
3

Udcej n�1ð Þp=3; n ¼ 1; . . .; 6 ð4Þ

UcðnÞ ¼ 0; n ¼ 0; 7 ð5Þ

Active states correspond to phase voltage equal 1=3 and 2=3 of the DC voltage
UDC. Zero vectors apply zero voltage to the converter AC side (all AC side phases
are connected to ‘‘+’’ (1, 1, 1) or ‘‘-’’ (0, 0, 0) DC bar). Hereafter, please consider
the case that a VSC is connected to the grid and operates as a GCC. As it was
mentioned the GCC can be described in different coordinate system by SV
equations. Basic scheme of the GCC with small AC passive filter (usually LCL or
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Fig. 5 Voltage Source Converter (VSC) equivalent circuit. Two operating modes are available:
rectifying—energy flows from AC to DC circuit and inverting—energy flow direction is from DC
to AC circuit
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Fig. 6 Three-phase 2-level VSC switching states, modulator signals and phases voltages
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in simpliest solution L) and output DC filter C is presented in Fig. 8a, while
Fig. 8b shows its single phase representation. Where UG—grid voltage SV, IG—
AC current SV, UC—GCC AC terminals voltage SV, and Ui ¼ ULC þ ULG—a SV
of voltage drop on the AC filter (L or LCL). In case of LCL ULC—a SV of voltage
drop on the converter side inductance LC, ULG—a SV of voltage drop on the grid
side inductance LG, R—equivalent resistance of the input filter inductances.

The converter voltage UC is controllable and depends on switching states and
DC voltage level. Through magnitude and phase control of the converter voltage
UC, the line current can be controlled by changing the voltage drop on the input
filter inductance Ui. Therefore, inductances between grid and AC terminals of the
GCC are mandatory and important. They create a current source and provide boost
feature of the GCC. Through controlling the converter AC voltage UC, the phase
and amplitude of the grid current vector IG is controlled indirectly.

Hence, in Fig. 9 phasor diagrams of GCC are shown in both inverting and
rectifying operation. From this figure can be seen that the magnitude of converter
voltage UC is higher during inverting than in rectifying mode. With assumption of
a stiff grid (i.e., UG is an ideal voltage source without internal impedance) terminal
voltage of GCC UC can be higher up to 3 % between rectifying and inverting
operation [53, 54].

Fig. 7 Voltage source
converter AC voltage
represented as a SV states
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2.3 Operation Limits of the Grid Converter

From Fig. 9 it can be concluded that for the GCC load current a limit exist with
assumption of constant AC grid and DC voltages. The value of AC filter induc-
tance has to be taken into account in this consideration. Below that limit, the GCC
is not able to operate and maintain a unity power factor requirement. Low value of
the filter inductance and higher voltage reserve (a difference between the AC RMS

C

UGA

UGB

UGC

LOAD

RGLG

Ui
RGLGIGG

IDC ILOAD

ICDC

AC GCC DC

UCA

UCB

UCC

RCLC

CF

RF

UG

RCLC IGC

UC

CF

RFUF

ULG ULC

UDC

ICF

(a)

(b)

Fig. 8 The GCC: a three-phase 2-level circuit, b single phase equivalent circuit

(a) 

(c) (d) 

(b) 

Fig. 9 Phasors diagrams of the GCC: a, b non-unity power factor in rectifying operation; c,
d unity power factor operation in inverting operation
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voltage and the DC voltage) can increase that limit. The consideration has to be
started from the lowest limit of the DC voltage level:

UDC [
fflfflffl
3
p fflfflffl

2
p

UGRMS ð6Þ

(Example: if UGRMS ¼ 230V ! UDC ¼ 2:45� 230V ¼ 564V)
This limitation is introduced by freewheeling diodes in the GCC which operate

as an ordinary diode rectifier. This limitation is rather theoretical value. In the
literature exists other limitation [45, 48, 53, 54] which takes into account the AC
power (value of the AC current) of the GCC.

For simplicity it can be assumed at this stage that IG ¼ IGG þ IGC if ICF ¼ 0 for
first harmonic of the grid current. Moreover, consider that referenced value of the
grid current differ from actual grid current by DIG and its equals to difference
between referenced and actual value of the grid current:

DIG ¼ IGref � IG ð7Þ

Direction and velocity of the grid current SV changes are described by deriv-

ative of that grid current LdIG=dt. It can be represented in synchronous dq coor-
dinates as follows:

L
dIG

dt
þ R IGref � DIG

� �
¼ UG � UDCSþ jxGL IGref � DIG

� �
ð8Þ

Assuming resistance of the input inductances R ffi 0 and actual grid current is
very close to referenced one (DIG � 0), Eq. (8) can be rewritten:

L
dIG

dt
¼ UG � UDCSþ jxGLIGref ð9Þ

According to Eq. (9) the direction and velocity of the actual grid current SV
changes depends on: L—values of filter inductance, UG—grid voltage SV, IGref —
grid current reference SV, UDC—value of the DC voltage level, S—switching
signals of the GCC.

Let us consider that six active vectors (UCref ð1...6Þ) of the GCC rotate clockwise
in synchronous dq coordinates. For each voltage vector (UCref ð0...7Þ) the current
derivatives multiplied by L are denoted as (PUCref ð0...7Þ) [53, 54]. Graphical
illustration of Eq. (9) is shown in Fig. 10.

Referenced current IGref is in phase with line voltage vector UG and it lies on
the axis d. The difference between actual current IG and referenced IGref is defined
by Eq. (7). Based on the above equations the boundary condition can be given:

UDCSj j ¼
fflfflffl
3
p

2
UCj j ¼ UG þ jxGLIGref

ffiffi ffiffi ð10Þ

Assuming that: UG ¼ UGmax, IGref ¼ IGmaxref and UC ¼ 2
3 UDC the following

expression can be derived:
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fflfflffl
3
p

2
2
3

UDC ¼
fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl
U2

Gmax þ xGLIGmaxref

� �2
q

ð11Þ

Rearranging the equation for minimum DC voltage is obtained:

UDCmin ¼
fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl
3U2

Gmax þ 3 xGLIGmaxref

� �2
q

ð12Þ

Example: UGmax ¼ 230
fflfflffl
2
p

V;xG ¼ 100p rad
s ; L ¼ 0:01 H; IGmaxref ¼ 10 A;than

UDCmin� 566 V
Based on this relation the maximum value of the filter inductance can be

derived:

Lmax ¼

fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl
1
3 U2

DC � U2
Gmax

q

xGIGmaxref
ð13Þ

Example:

UGmax ¼ 325 V;xG ¼ 100p rad
s ; IGmaxref ¼ 10 A;UDCmin ¼ 566 V; than

Lmax ¼ 0:01 H

2.4 Design of LCL Filter

The AC side of grid connected converters has to be installed with L or LCL filters
(Fig. 11). The purpose of the AC filter is to reduce higher harmonics distortion
caused by switching process of a power electronics devices. The filtration

Fig. 10 Graphical
illustration of Eq. (9)—
instantaneous position of SV
and its derivatives [53, 54]
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capability of LCL filters are significantly higher than simple L filter. Therefore, the
previous one are more popular in practice. LCL filters allows to reduce volume of
the filter and assures more effective higher harmonics current filtration in respect to
L filter. The proper calculation of LCL filter parameters are important to obtain
stable operation of the GCC. There are several methods to obtain these parameters
[46, 55, 56], all of them have to take into account: maximal reduction of higher
harmonics caused by switching process with minimum filter volume and reactive
power consumption.

For the propose of presented control method the selection of LCL filter
parameters can be done according to following steps [56]:

1. Define base values

Base impedance, capacitance and inductance:

ZB ¼
U2

N

PN
; LB ¼

ZB

xN
; CB ¼

1
xNZB

ð14Þ

where xN ¼ xG ¼ 2p50—nominal converter pulsation, UN ¼ UGL�L ¼ 230
fflfflffl
3
p

—
nominal phase to phase converter voltage. Nominal RMS converter phase current
can be calculated as:

IN ¼
PNfflfflffl
3
p

UN

ð15Þ

2. Converter side inductance LC calculation

The maximum ripple current Imaxripref can be selected between 10 and 25 % of
nominal phase current IN . Let assume that Imaxripref ¼ 0:23. Than maximum con-
verter side ripple current can be calculated as:

Imaxrip ¼
fflfflffl
2
p

Imaxripref � IN ð16Þ

According to this the converter side inductance can be derived from:

LC

CF

LG

PCC

UG
UC

ULG ULC

UCF

IGG IGC

ICF
UDC

URF RF

GCC

Fig. 11 A LCL filter scheme (LC—converter side inductance, CF—filter capacitance, RF—
resonance damping resistor, LG—grid inductance, PCC—Point of Common Coupling)
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LC �
UDC

6fswImaxrip
ð17Þ

where, fsw is a switching frequency. From the other hand Eq. (13) has to be
fulfilled.

3. Filter capacitance CF calculation

As a next step the AC filter capacitance CF evaluation is needed. The filter
capacitance should be less than 5 % of the base capacitance CB. Therefore, after
assumption that per unit capacitance is 4 % i.e. CFref ¼ 0:04CB the filter capaci-
tance can be derived from:

CF ¼ CFref CB ¼ CFref
1

xNZB

¼ CFref
PN

xNU2
N

¼ 0:04
PN

xNU2
N

ð18Þ

4. Grid side inductance LG calculation

The grid side AC filter inductance can be derived from:

LG ¼ raLC ð19Þ

where, ra is a ratio between grid and converter side inductances.
The ra factor can be calculated as:

ra ¼
1� HA

HA 1� LCCFx2
sw

� �
ffiffiffiffiffi

ffiffiffiffiffi ð20Þ

where, HA is the harmonics attenuation of the phase currents for the switching

frequency components HA ¼ IGCðhswÞ
IGGðhswÞ

� �
. In this work HA = 0.08 has been chosen.

5. Resonance phenomenon verification

To avoid unexpected and unwonted resonances from grid or converter fre-
quencies active or passive damping should be provided [57, 58]. In case of passive
damping a resistance RF should not be too high because its increase losses of the
filter and has strong impact on the efficiency of the GCC. The resonant frequency
calculated from:

fres ¼
1

2p

fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl
LG þ LC

LGLCCF

r
ð21Þ

should meets following border conditions:

10fG� fres�
fsw

2
ð22Þ

where, fG is a grid first harmonic frequency i.e. 50 Hz in Europe.
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In Table 3 some LCL filter calculation examples for power series (5–400 kVA)
are presented. If the control of the GCC has a module of a grid impedance esti-
mator the grid impedance can be taken into account in calculation process, what
allows to select filter parameters with higher accuracy [59].

2.5 Choosing of DC Capacitor Parameters

Another step of the GCC design is a DC capacitor parameters selection. The most
important parameters of the DC-link capacitor are: rated voltage, leakage current,
allowed ripple current and as a results life time. The main factors that have to be
taken into account in case of capacitor selection are listed below.

1. DC voltage rated value

The voltage ratio of the DC capacitor is a main parameter that has to be
carefully chosen. A stable and predictable DC voltage value should be assured by
applied control in the GCC. Relationship between the leakage current and the
voltage applied under constant temperature conditions shown in Fig. 12. It can be
seen that stability of the DC voltage at desired level is very important for a
capacitor life time. In Fig. 12 URet (rated voltage) is the DC-link voltage value for
which the capacitor has been designed; USu (surge voltage) is the maximum
voltage which can be applied to the capacitor for short periods of time, i.e. up to
five times for 1 min per hour.

The standard IEC 60384-4 specifies the above voltages as follows: for
URet � 315V ! USu ¼ 1:15URet and for URet � 315V ! USu ¼ 1:1URet and higher
UF forming voltage. When the DC voltage is equals to forming voltage UF , the
forming process starts. Here large amounts of gas and heat are appear. The DC
capacitor is designed to surge voltages USu for short periods only. High over-
anodization (high difference between rated voltage and forming voltage) offers the
possibility of producing especially reliable capacitors designed as long-life grade
‘‘LL’’ capacitors in accordance with IEC 60384-1 [60, 61].

Table 3 Example of LCL filter calculation for power series (5–400 kVA), UDC = 700 V,
fsw = 5 kH, UGrms = 230 V

PN (kW) LC (mH) CF (lF) LG (mH) C (mH) IN (A) IDC (A)

5 9.9 3.98 2.97 0.25 7.22 7.14
15 3.3 11.9 0.99 0.74 21.65 21.43
55 0.9 43.7 0.27 2.73 79.71 78.57
150 0.33 119.4 0.099 7.45 216.5 214.3
250 0.198 199 0.059 12.39 360.8 357.1
400 0.124 318.3 0.037 19.8 577.3 571.4
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2. Consideration of ripple current

The term ripple current is used for the RMS value of the AC current that flows
through the device as a result of any pulsating or ripple voltage. In Fig. 13 ripple
current waveforms for different cases in DC of the GCC connected with AL by DC-
link (AC-DC-AC converter) are shown: (a) classical old-fashion AC-DC-AC con-
verter with diode rectifier, (b) AC-DC-AC converter with GCC without information
about power consumed by AL (without Active Power Feed-Forward (APFF) which
will be discussed further in this chapter), (c) AC-DC-AC converter with GCC with
energy flow dynamic improvement between GCC and AL (with APFF).

The maximal permissible ripple in DC current value depends on the ambient
temperature, the surface area of the capacitor (i.e. heat dissipation area), the dis-
sipation factor (or Equivalent Series Resistance (ESR)) and on the AC frequency.

Thermal stress has a strong impact on the capacitor’s life. Therefore, the dis-
sipation heat generated by the ripple current is an important factor affecting the
useful life. Thermal considerations imply that, under certain circumstances, it may
be necessary to select a capacitor with a higher voltage or capacitance rating then
would be required. The ripple current is a function of the switching frequency. The
term useful life or—service life, operational life, or life time is defined as the life
achieved by the capacitor without exceeding a specified failure rate. This time can
be extended by operating the capacitor at loads below the rating value, lower
voltage, current, or temperature and by appropriate cooling system [48, 60].

The ripple in the DC voltage is a function of the ripple current in the DC-link.
The capacitor current ICDC is difference between the current IDC (DC current of the
GCC) and ILOAD (DC current of a load) as shown in Eq. (23).

A minimum occurs when the DC currents IDC and ILOAD pulses from the both
converters overlap (Fig. 14b, c). It can occurs when the pulses are centered on the
same time instant. To obtain this conditions a modulation with symmetric zero
vector placement can be implemented [62, 63]. PWM pulses are always centered
on the half period of the switching state. Fig. 14 shows simulated DC voltage and
DC currents IDC , ILOAD, and capacitors current ICDC , ICLOAD over sampling period.
It should be noticed that there are a lot of modulation techniques and the problem
of modulation and its impact on the controlled system performance (switching
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Fig. 12 Current-voltage
characteristic of an aluminum
(Al) electrolytic capacitor
[60, 61]
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losses, current or voltage shapes, and noise level etc.) are presented in many
valuable publications [62–71] and will not be discussed in this chapter.

Summarizing when DC capacitor is under selection all mentioned points has to
be determine: the DC voltage rated value, switching frequencies (both AC-DC
converters in AC-DC-AC back-to-back converter), topology of an AC-DC con-
verter, and if appropriate, dynamics and accuracy of applied control methods [48,
72]. In novel, environment friendly solution a diode rectifier in AC-DC-AC con-
verters should be avoided because of: single direction energy flow, higher DC
voltage fluctuation and ripples (Fig. 13). Therefore, in this chapter only GCC will
be described. Its controllability provides more degree of freedom in DC voltage
regulation process. The control dynamic and accuracy is higher than in the case of a

(a) (b) (c)

Fig. 13 Ripple current in DC-link capacitors. a Classical AC-DC-AC converter with diode
rectifier, b AC-DC-AC converter with GCC without information about energy flow at AL
converter side (without APFF), c AC-DC-AC converter with GCC, with information about
energy flow at AL side in active power control loop (with APFF). DC-link capacitor C = 470 lF,
Sn = 5 kVA. From the top capacitor currents, DC voltages and zoom of them
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diode grid side rectifier as shown in Fig. 13b, c. Please take a look also at the
waveforms in Fig. 14 over one sampling period during operation just after load step
(from 0 to 85 %). It can clearly be seen that the highest current flows from the DC
capacitor in the case presented in Fig. 14a. The average value is negative. It means
the energy is transferred from the capacitor to the load. In Fig. 14b the capacitor
current is significantly reduced. Finally further reduction of the current ICDC is
observed in Fig. 14c, here information about the energy at a load side is taken into
account in control of the GCC (see APFF description further in this chapter).

3. Calculation of DC capacitance value

Beside variety design criteria [72–74] of the DC-link capacitor, the minimum
capacitance value is designed to limit the DC ripple voltage at a specified level,
typically DUDCrip is 1 or 2 % of UDC. Therefore, peak-to-peak ripple voltage in
DC-link is adopted as the design criterion for the DC capacitance determination.

With assumption of a balanced tree-phase grid and neglecting the power losses
in the power switches, the GCC’s DC part can be derived:

(a) (b) (c)

Fig. 14 Simulated ripple in DC currents. a Classical AC-DC-AC converter with diode rectifier,
b AC-DC-AC converter with GCC without information about energy flow at AL converter side
(without APFF), c AC-DC-AC converter with GCC, with information about energy flow at AL
converter side (with APFF); C = 470 lF, Sn = 5 kVA. From the top period of sampling, DC
voltage and its potentials (positive and negative), capacitors current, DC currents IDC , ILOAD
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C
dUDC

dt
¼ IDC � ILOAD �

XC

k¼A

ILkSk �
PLOAD

UDC
ð23Þ

For given allowable peak ripple voltage and switching frequency, the minimum
capacitor for the GCC converter can be calculated as [26]:

Cmin1GC ¼ PmaxLOAD

fflfflffl
2
p
þ

fflffl
3
p

UL�L
UDC

2
fflfflffl
3
p

DUDCripfswUL�L

ð24Þ

where UL�L is a line-to-line voltage, PmaxLOAD—maximal load power, DUDCrip—
specified peak-to-peak ripple voltage in DC voltage under steady states operation.
This capacitance can be calculated based on different equations. An alternative
approach of the DC capacitance determination, takes into account energy
exchange between capacitance and load:

DWDC ¼ TUTDPmaxLOAD ð25Þ

where TUT is a sum of small time constant. From this equation the maximum DC
voltage fluctuation under maximal load power step is proportional to energy
variation:

DUmaxDC ¼
DWDC

UDCCmin2GC
ð26Þ

where DUmaxDC denotes maximum DC voltage fluctuation under maximal load
step, Cmin2GC—minimal DC capacitance. Transforming Eq. (25), the capacitance
can be calculated [48]:

Cmin2GC ¼
TUTDPmaxLOAD

UDCDUmaxDC
ð27Þ

Please take into your consideration that Cmin1GC capacitance value is lower than
Cmin2GC. The one among other reason is that in TUT time constant not only sam-
pling (equals to switching frequency) is taken into account but also DC voltage
filter measurement time delay. It depends on developer which formula will be
taken within the process of capacitor sizing. For more details see also [48, 72].

2.6 Modeling of a Grid Connected Converter

There are several publication about modeling of the GCC mentioned above.
However, for a reader convenience one of them in stationary ab coordinates is
presented below. It is useful for description of a vector control method further in
this chapter. So, the GCC can be presented as:
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AC side related with AC filter:

L
dIG

dt
þ RIG ¼ UG � UDCS ð28Þ

and, DC side related with DC filter:

C
dUDC

dt
¼ 3

2
Re IGS	½ 
 � ILOAD ð29Þ

After decomposition into a and b components:

L
dLGa

dt
þ RIGa ¼ IGa � UDCSa ð30Þ

L
dLGb

dt
þ RIGb ¼ IGb � UDCSb ð31Þ

C
dUDC

dt
¼ 3

2
IGaSa þ IGbSb

� �
� ILOAD ð32Þ

where,

Sa ¼ SA �
1
3

SA þ SB þ SCð Þ
	 


; Sb ¼
1fflfflffl
3
p SB � SCð Þ: ð33Þ

The graphical representation of Eqs. (30)–(33) are presented in Fig. 15.
The model in Fig. 15 is simple and give a sufficient basic for further consid-

eration. Presented in this chapter RDPC-SVM control method of the GCC uses this
model for calculations of system variables in algorithm.

2.7 Selected Control Methods for Grid Converter

Under control methods authors mean a way of currents regulation based on sensor
or sensor-less operation of the considered GCC system.
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Fig. 15 Model of a three-
phase GCC in stationary ab
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With above knowledge the control methods can be classified as is presented in
Fig. 16. The simplest scalar control method is based on current regulation in three-
phase system (AC waveforms) [75, 76]. However, the unceasing development in
the DSP platforms give better possibilities for implementation of more and more
demanding control methods like model predictive control [77, 78], or additional
sophisticated control modules devote to ride-through different problems in power
system i.e. voltage distortion e.g. dips, and higher harmonics etc. [51, 52, 79–89].

Similar to ASD, the vector control of the GCC is a general control philosophy
that can be implemented in many different ways. The most popular method, known
as Voltage Oriented Control (VOC) [21, 45, 57, 58, 79, 80] gives high dynamic
and static performances via internal current control loops. In the VOC the GCC
equations are transformed from stationary to rotating synchronously with the grid
voltage coordinates. To improve the robustness of VOC scheme a Virtual Flux
(VF) concept was introduced by Duarte, Malinowski [45]. However, from the
theoretical point of view, other types of mathematical coordinates transformations
can be defined to achieve decoupling and linearization of the GCC equations. This
has originated the methods known as nonlinear control. Jung and Lee proposed a
nonlinear transformation of GCC state variables so that, in the new coordinates,
the DC voltage and grid current are decoupled by feedback; this method is called
also Feedback Linearization Control (FLC). Moreover, a Passivity Based Control
(PBC), was also investigated in respect to the GCC [90–94].

In the 1990s have been expanded the idea of Direct Torque Control (DTC) for
the GCC called Direct Power Control (DPC) [95–98]. From that time it has been
continuously improved [45, 93]. However, these control principles are very similar
to DTC schemes and have the same drawbacks. Therefore, to overcome that

Adjustable DC-Voltage and 
AC Power Factor

Scalar Based Control Vector Based Control

Passivity 
Based 

Oriented with 
Feedback 

Linearization
Direct Power Predictive 

Voltage Virtual Flux
Space Vector 

Modulted

Virtual Flux 
Space Vector 
Modulated

Reliable control methods with ride through and power quality improvement capability
e.g. Robust Direct Power Control with Space Vector Modulation (RDPC-SVM)

Fig. 16 Classification of a GCC control methods
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disadvantages a Space Vector Modulator (SVM) [99] was introduced into DPC
structure giving new DPC-SVM control scheme [100]. In recent years a novel
Predictive Control (PrC) methods has been also implemented in GCC. Moreover,
to increase reliability (ride-through) of control and finally total immunity of power
electronics equipment in case of power systems disturbances a special function for
classical, basic control methods can be implemented [51, 85].

2.8 Basic Control Methods

Many interesting control methods are proposed in the literature (see above). How-
ever, in this chapter we will focus on DPC-SVM investigated by research group of
Kazmierkowski [32]. In this method instead of hysteresis controllers the classical PI
controllers was used and the switching table was replaced by SVM. This
improvement assures constant switching frequency and join the advantage of VOC
(modulator i.e. low switching frequency is needed) and DPC (active and reactive
power closed control loops) in one control scheme. Hence, it is quite comfortable for
DSP implementation (for industry) [101]. The DPC-SVM has a simple structure,
low number of coordinates transformation and assure good steady states and
dynamic properties. The block diagram is presented in Fig. 17. It has to be stressed
that in case of distorted grid voltage the DPC-SVM with Phase Lock Loop (PLL)
cannot guarantee sinusoidal shape and balanced AC grid phase currents.

The DPC-SVM control algorithm consist of: active and reactive instantaneous
power estimator, two inner powers control loops and one outer DC voltage control
loop. Estimated powers are compared with referenced values, the differences
(errors) are delivered to the PI controllers. Reference value of the reactive power is
set by user, while reference value of the active power is calculated based on
measured DC voltage of the converter and its reference value set by user. Output
signals from powers PI controllers determine GCC referenced voltage in dq
coordinates. After transformation to stationary ab coordinates signals are given to
SVM input. The output SVM signals determinates current states of the transistors.
There is a possibility to control both active and reactive powers independently
(reactive power compensation realized by the GCC). In fact there are a little cou-
pling between each other however it can be omitted in further consideration [48].
Reactive power can vary according to grid demand for reactive power while active
power is varying according to DC voltage output PI controller signal. The instan-
taneous power estimator can be constructed in stationary ab coordinates as follows:

P ¼ UGaIGa þ UGbIGb
� �

ð34Þ

Q ¼ UGaIGb � UGbIGa
� �

ð35Þ

where UGa;UGb; IGa; IGb are components of the grid voltage and the grid current in
stationary ab coordinates.
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Important part of the control method is a PLL block (Fig. 18). In the PLL
measured grid voltage components in stationary ab coordinates are transformed to
synchronously rotating dq coordinates. Then, PI controller is minimizing of the q
axis component which is responsible for the grid voltage SV angle. This angle is
used for coordinates transformation in DPC-SVM control structure.

2.9 Voltage Dips Compensation Module

Hereafter, it is assumed that reader knows the GCC converter with basic control
structure like DPC-SVM. Now, it is possible to implement a special functionalities
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Fig. 17 Block scheme of Direct Power Control with Space Vector Modulation (DPC-SVM) and
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realized by additional control modules dedicated specially for standards and
requirements needs. This sophisticated functions can be longer and more com-
plicated than main algorithm itself. But let us focus only on selected, mature
methods. The function should be simple in implementation and work in any
operation conditions [85].

Voltage dips can appear in power systems quite often because e.g. of short
circuits or intentionally on/off process of heavy loads. Usually sudden voltage
changes can disturb operation of a power electronics converters control. In this
case a converter can produce unsymmetrical and non-sinusoidal current. More-
over, in a DC voltage significant 100 Hz fluctuation can appears.

Additional control module designed for dips compensation provides symmet-
rical currents processed by the GCC in each phases for any kind of dips. The dips
compensation module split unsymmetrical voltage into positive and negative
sequence voltage components. In this case the negative voltage component is a
main source of information about appearing voltage distortion. Separated voltage
components can be used in DPC-SVM control structure with following rules and
modifications:

• Implementation of the additional module of the AC voltage components
extraction.

• New power estimator based on positive voltage components and actual AC grid
current.

• DC voltage band-stop filter (notch filter) to eliminate fluctuation caused by
negative voltage component.

• Grid voltage negative component feed-forward to referenced the SVM’s input
signals.

According to a definition, each asymmetry in three phase system can be rep-
resented by sum of a voltage components: positive, negative and zero sequence
signals. By analogy it is possible to describe the three-phase system in stationary
ab coordinates by two components: positive (rotating with grid frequency) and
negative (rotating with grid frequency but in opposite direction), e.g. (36):

UG ¼ UGpejxt þ UGne�jxt ð36Þ

where UGp;UGn—complex value of positive and negative voltage components
respectively.
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Fig. 19 Block scheme of a
Second Order Generalized
Integrator (SOGI) [85]
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The extraction and separation process of these components is realized by
Second Order Generalized Integrator (SOGI) [85]. The SOGI block scheme is
presented in Fig. 19. The SOGI transmittances D(s) and Q(s) are described by
Eqs. (37) and (38):

Fig. 20 Bode diagram for transmittances: a D sð Þ, b QðsÞ
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D sð Þ ¼ U
0

Ga

UGa
sð Þ ¼ kxGs

s2 þ kxGsþ x2
G

ð37Þ

Q sð Þ ¼ qU
0
Ga

UGa
sð Þ ¼ kx2

G

s2 þ kxGsþ x2
G

ð38Þ

The frequency characteristic of the SOGI are show in Fig. 20. As can be seen
the D sð Þ transmittance operates as a low-pass filter, while QðsÞ transmittance
provides a 90� phase shift for filtered U0Ga signal.

Hence, output signals of the SOGI are: filtered input signal of grid voltage
component and its 90� shifted equivalent. Using the SOGI for both UGa;UGb

components in ab coordinates system it is possible to extract positive and negative
components of these voltages. The graphical representation of this solution is
presented in Fig. 21.

Such Voltage Dips Compensator (VDC) module can be implemented in the
basic vector control structure as presented in Fig. 22.

2.10 Higher Harmonics Compensation Module

Increasing number of nonlinear loads connected to the power system induce
several problems mainly related with higher harmonics distortion. Undesired
harmonics cause higher losses and devastation of electrical equipment connected

Fig. 22 Voltage Dips Compensator (VDC) module implemented in basic DPC-SVM vector
control method
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to the power system. Moreover, higher harmonics can destroy power system
devices e.g. transformers. Higher harmonics issues are related with both, voltage
and current. Nonlinear loads (e.g. diode rectifiers) introduce to the grid hardly
distorted current which can causes grid voltage distortion related to transmission
line and grid impedances. All loads which are not properly secured and prepared
for operation under distorted voltage conditions can work faultily or be damaged
amplifying the distortion. Figure 23 presents sample power system operating with
distorted voltage. The GCC which is the scope of this chapter operates as an
interface between the grid and distributed active load (e.g. renewable energy
sources, adjustable speed drives, and electric vehicles etc.). The modern power
electronic converter should work correctly with distorted line voltage, not causing
amplification of distortion, not disturbing operation of other devices and if it is
possible be able to compensate harmonic distortion by rectifying/inverting sinu-
soidal current from/to the grid. To achieve this functionalities it is necessary to
extend control algorithm by additional harmonics compensation control module
described below.

Presented harmonics compensation algorithm operates based on extraction of
higher harmonics from measured grid current. The extracted signal is gained and
finally added to referenced voltage at the input of the SVM. Block scheme of
control algorithm with additional function—current Higher Harmonic Compen-
sation (HHC) module is presented in Fig. 24.

Grid voltage distorted by higher harmonics can be described as follows:

UG ¼ U1ejc þ U5e�j5c þ U7ej7c þ � � � þ Uð6k�1Þe
�jð6k�1Þc ð39Þ

where, c = xGt; k = 1, 2, …
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The most significant and frequently occur harmonics in the grid are: 250, 350,
550 and 650 Hz. There is simple relation between harmonics order and their
rotating direction:

• positive harmonics, rotating in the same direction as fundamental one and can be
expressed as: 3k ? 1 (1, 4, 7, 10…),

• negative harmonics, rotating in the opposite direction to the fundamental and
can be expressed as: 3k ? 2 (2, 5, 8, 11…),

• zero harmonics, with no phase shift between themselves can be expressed as:
3k ? 3 (3, 6, 9, 12…).

The idea of harmonics description rotating in positive and negative direction
can be seen in the SV diagram (Fig. 25a) or harmonics spectrum in different
coordinates (Fig. 25b) (stationary ab coordinates and dq coordinates rotating
synchronously with grid voltage fundamental component vector (i.e. with fre-
quency 50 or 60 Hz)).

Higher harmonics extraction from measured signal can be realized by the GCC
control as follows:

• In synchronous coordinates—measured values of the currents are transformed
into rotating coordinates system dq [82]. As a reference signal (angle) multi-
plication of the fundamental harmonic phase angle is used. Respectively for 5th
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harmonic multiplication by 5 of the fundamental phase angle, 7th is multipli-
cation by seven, etc. After transformation each harmonics are represented by DC
components. It gives possibility for extraction constant signal (voltage) which
level gives information about each harmonics contend in measured current. To
avoid distortion and oscillations in measured signal proper filters should be
used. Compensation signal with opposite sign and tuned gain is given as an
additional element (HHC block) to the reference values for the SVM.

• Filtration in stationary ab coordinates with a Resonant Controllers (RC). The
RCs are used as a high-band tuned band-pass filters applied in closed control
loops [83]. Transfer function of an ideal band-pass filter is as follows:

Uh sð Þ ¼ Ki
s

s2 þ ðhxÞ2
ð40Þ

where Ki is a gain of the filter, x is a resonant frequency and h is an order of the
harmonics.

Bode diagram of an ideal resonant filter expressed by Eq. (40) for different gain
values (Ki) are presented in Fig. 26a.

The resonant frequency is set to 250 Hz. For ideal band-pass filter the gain is
infinity. Because of very narrow pass-band the frequency characteristic of the filter
has to be exactly matched to frequency of the compensated harmonics. Any dif-
ference between measured and assumed frequency can cause improper operation
and even lost stability of the control algorithm. To avoid this disadvantage

(a)

(b)

Fig. 25 Illustration of
positive and negative
sequence harmonics
components based on 5th,
7th, 11th and 13th harmonics:
a space vector diagram in
stationary ab coordinates,
b harmonics spectrum
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structure of non-ideal band-pass filter should be used. The transfer function of non-
ideal resonant band-pass filter is as follows:

WhN sð Þ ¼ Ki
xcs

s2 þ xcsþ ðhxÞ2
ð41Þ

where Ki is a gain of the controller, xc defines width of the pass-band and slope
steepness of the filter, h is an order of the harmonic.

Bode diagram of the non-ideal resonant filter for different gain values (Ki) are
shown in Fig. 26b.

It can be observed that extending the pass-band results in reduction of the filter
slope steepness what gives worse selectivity of the filter. It is the reason why the
balance between filter accuracy and width of the pass-band need to be kept.

To separate particular harmonics in stationary ab coordinates system a single
filter tuned for each frequency is required. But taking into consideration fact that
rotating directions are easy to observe and harmonics are symmetrical in terms of
rotating coordinates dq it is possible to extract two harmonics using only one RC,
what is shown in Fig. 25b. It can be noticed that for control algorithm both 5th and
7th harmonics are observed as 300 Hz frequency harmonic.

Block diagrams of both presented harmonics compensation methods are pre-
sented in Fig. 27.

Fig. 26 Bode diagram of the resonant controllers tuned to 250 Hz frequency: a ideal RC with
different filter gains: Ki(U1) = 0.01, Ki(U2) = 1, Ki(U3) = 100; b non-ideal RC with different filter
gains (Ki) and pass-band width (xc): Ki (Ki(W1) = Ki(W2) = Ki(W3) = 1, Ki(W4) = 10) and xc

(xc(W1) = 0.1, xc(W2) = 1, xc(W3) = 10, xc(W4) = 1)

122 M. Jasiński et al.



2.11 Active Power Feed-Forward (APFF) Module

The GCC connected to the power system should operates as an universal interface
between the grid and different electrical devices (Fig. 23), providing high
dynamics and stability of the control algorithm independently from the type of
connected device. To achieve this functionality another control module: Active
Power Feed-Forward (APFF) is introduced.

The APFF which gives information about the active power flow between the
GCC and the grid can be applied as an additional module to the main control
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algorithm of the GCC. To get an information about instantaneous value of the
active power exchanged between the converter system and the grid, without need
of implementation additional current and voltage sensors following method is
proposed. Estimated active power is product of instantaneous DC voltage and
current, as is shown in Eq. (42).

PGC ¼ UDC � IDC ð42Þ

Block diagram of the GCC system with additional Active Power Feed-Forward
control module is presented in Fig. 28

To achieve stable operation of the control algorithm with the APFF control
module some additional filters on the measured DC current are needed. Figure 29
shows selected voltages and currents waveforms in the grid converter system
interconnecting AL (e.g. consisted of an ASD) within transient responds to step
changes of the machine load torque without (Fig. 29a) and with APFF (Fig. 29b)
control module. It can be observed that implementation of the proposed APFF
allows for significant reduction of the DC voltage fluctuations during load
transients.

2.12 Impact of Grid Impedance

In this subsection impact of an increased grid impedance on a GCC with LCL filter
is presented. Figure 30 shows block scheme of the considered system with addi-
tional high value of the grid impedance LGS.

C

SU
~3

GU

C

IDC ILOAD

GRID

UDC IC

PEBB

RLOAD

Machine

GCC

Active Load (AL) 
e.g. Adjustable Speed Drives 

(ASD)

RDPC-SVM APFF

DTC-SVM

Fig. 28 Block diagram of the GCC system with the Active Power Feed-Forward (APFF) control
module based on instantaneous values of DC voltage and current

124 M. Jasiński et al.



2.13 Rectifying Operation of the Grid Connected Converter

Behavior of the system during rectifying operation of the GCC has been verified.
A borderline values of the grid impedance for rectifying operation of the GCC
have been found for different nominal powers of the system and collected in
Table 4. Figure 31 presents voltages and currents of the system while the grid
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Fig. 29 Influence of Active Power Feed-Forward (APFF) applied in the GCC system
interconnecting AL (e.g. ASD). System operates: a without APFF; b with APFF. From the top
APFF—estimated active power (kW); UDC—DC voltage (V); IDC—DC current (A); ML—
machine load torque (Nm); IS1, IS2, IS3—machine stator currents (A); UGA, UGB UGC—grid
voltage (V); IGA, IGB, IGC—grid currents (A)

3 Control of Grid Connected Converter (GCC) Under Grid Voltage Disturbances 125



impedance (LGS) is increasing. As it can be seen above the maximal value of the
grid impedance (LMGS) system loses its control stability.

2.14 Inverting Operation of the Grid Connected Converter

Behavior of the system during inverting operation of the GCC has been also tested.
A borderline values of grid impedance under inverting operation have been found
for selected power ranges of the system and collected in Table 5. In Fig. 32
voltages and currents of GCC system are presented while grid impedance (LGS) is
increasing. As it can be notice again after exceed maximum value of the grid
impedance (LMGS) system lose stability. Obtained value of the grid impedance is
higher than in case of rectifying operation. Moreover it should be noticed that DC
voltage is suddenly increasing while in case of rectifying operation the DC voltage
is decreasing or is more unstable (Fig. 31d).

Based on presented simulation and experimental study following conclusion
can be formulated: before connecting GCC to the electrical network to provide
efficient and stable operation of the system a grid impedance should be known. It
can be estimated by GCC itself by use of additional grid impedance estimation
module. For further information please refer to [51, 52, 59, 87].

Table 4 Parameters of the LCL filter for selected power ranges of the system during rectifier
operation with DC load (DC LOAD)

GCC rated power (kW) LC (mH) CF (lF) LG (mH) LMGS (mH) DC LOAD (X)

5 9.9 3.98 2.97 60 147
15 3.3 11.9 0.99 20 49
55 0.9 43.7 0.27 4 13.36
400 0.124 318.3 0.037 0.125 1.84

Estimated borderline values of grid impedance for stable operation of the system (LMGS)

L C

CF

LGLGS

PCC

UG

GCC

UDC

Fig. 30 Block diagram of GCC and LCL filter system with additional high grid impedance LGS
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(a) (b)

(d)(c)

Fig. 31 Grid voltage and current waveforms during rectifying operation of the GCC with
increasing grid impedance (LGS). For different nominal power values of the GCC: a 5 kW;
b 15 kW; c 55 kW; d 400 kW. From the top grid impedance (mH, lH), UGA grid voltage in phase
A (V), IGA grid current in phase A (A), P estimated active power (kW), UDC DC voltage of the
GCC (V)

Table 5 Parameters of the LCL filter for selected power ranges of the system during inverting
operation with DC current source IDC

GCC rated power (kW) LC (mH) CF (lF) LG (mH) LMGS (mH) IDC (A)

5 9.9 3.98 2.97 70 5.3
15 3.3 11.9 0.99 22 15
55 0.9 43.7 0.27 5.5 70
400 0.124 318.3 0.037 0.3 550

Estimated borderline values of grid impedance for stable operation of the system LMGS
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2.15 Reliable Control Method to Grid Voltage Disturbances

As it has been mentioned all presented control modules can be integrated in final
control method of the GCC operating in distributed energy system. Thanks to
additional modules developed control method is reliable in respect to grid voltage
dips and higher harmonics. Hereafter, this new control algorithm can be presented
as Robust Direct Power Control with Space Vector Modulation (RDPC-SVM).
The term ‘‘robust’’ in the name of proposed control refers to the fact that the
RDPC-SVM method is expected to operate in an uncertain environment with
respect to the system dynamic. In the literature it can be found that:

(b)(a)

(c) (d)

Fig. 32 Grid voltage and current waveforms during rectifier operation of the GCC with
increasing grid impedance (LGS). For different nominal power values of the GCC: a 5 kW,
b 15 kW, c 55 kW, d 400 kW. From the top LGS grid impedance (mH, lH), UGA grid voltage in
one phase (V), converter current in one phase (A), estimated active power (kW), DC voltage of
the GCC (V)
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There are several ways in which systems can be uncertain, and in this course we will
target the main three: (1) The initial conditions of a system may not be accurately
specified or completely known; (2) Systems experience disturbances from their environ-
ment, and system commands are typically not known a priori. (3) Uncertainty in the
accuracy of a system model itself is a central source. Any dynamical model of a system
will neglect some physical phenomena, and this means that any analytical control
approach based solely on this model will neglect some regimes of operation [102].
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In our case all three mentioned points can be somehow found in the real power
system and the GCC operation. Therefore, the reliable RDPC-SVM control
algorithm is consisted of following control modules:

• Direct Power Control with Space Vector Modulation (DPC-SVM) for control
converter currents and DC voltage of the GCC, with Active and Reactive Power
Estimators.

• Grid angle synchronization using Phase Locked Loop (PLL) for grid angle
estimation.

• Voltage Dips Compensation (VDC).

– Voltage positive and negative component extraction using Dual Second Order
Generalize Integrator (DSOGI). Negative Component Voltage Feed-Forward.

– 100 Hz DC voltage notch filter.

(a) (b) (c)

Fig. 34 Operation of the 55 kW the GCC with the RDPC-SVM under different operation modes.
The GCC operation mode change: a from rectifying to no-load operation and to inverting mode;
b zoomed step change from rectifying to no-load operation; c zoomed step change from no-load
to inverting operation. From the top IDC—DC-link current (A); UDC—DC-link voltage (V);
UGA_HV, UGB_HV, UGC_HV—voltage on the high side of the grid transformer (V); UGA, UGB,
UGC—voltage on the low side of the transformer (V); IGA, IGB, IGC—phase grid currents (A)
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• Active Power Feed-Forward control using active power estimation based on
instantaneous values of DC voltage and current.

• Higher Harmonic Compensation (HHC) (based on Resonant Controllers).

The block diagram of the presented RDPC-SVM control method applied to the
GCC in an AC-DC-AC interconnecting energy sources is shown in Fig. 33. Fur-
ther, some selected simulation results showing operation of the RDPC-SVM
control algorithm are presented. To achieve operation conditions like in a typical
power system the model of 3-phase 15 kV/400 V grid transformer has been used
with parameters based on producers datasheet [103].

As it can be seen in Fig. 34 the GCC operates properly during different oper-
ation modes. Applied additional control modules have no negative impact on
dynamic of the control system.

Figure 35 presents operation of the GCC with RDPC-SVM scheme supplied by
distorted grid voltage (high order harmonics and voltage dips). It can be observed
that due to additional control modules the grid currents are controlled to be
sinusoidal like and symmetrical in spite of grid voltage disturbances. Good results
are obtained in steady and in transient states.

Finally Fig. 36 shows operation of the GCC with RDPC-SVM supplied by
significantly distorted voltage (high order harmonics and voltage dips).

3 Experimental Test Bench

In this subsection the behavior of discussed system and control method is pre-
sented under experimental conditions, similar to these which can appear in the real
power system. To verify proper operation of described control method an exper-
imental test bench has been developed for selected power of the GCC (3, 5, 15,
55 kW). Laboratory setup is composed of the GCC (scope of interest) and another
DC-AC (treat as a PEBB). To reflect operation in real power system following
configuration of the test bench has been proposed:

• The AC-DC-AC system interconecting two different AC voltage sources—
scheme of the system is presented in Fig. 37. This configuration allows to model
connection of two different power systems (e.g. with different frequencies or
voltage levels) with bidirectional energy flow. The GCC has been controlled by
RDPC-SVM control algorithm.

• The AC-DC-AC system operates in closed loop of power circuit—scheme of the
system is presented in Fig. 38. This system configuration allows for bidirec-
tional power flow as well as arranging different operating conditions for the
GCC with AL. It gives also ability for operation of both converters under
nominal power while from the grid only energy covering the system losses are
used. As in previous case in the grid side converter the RDPC-SVM control
method has been implemented and verified by series of experimental tests.
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Figure 39 shows voltages and currents of the GCC with implemented basic
DPC-SVM algorithm. The converter is working under distorted grid voltage (30 %
voltage dip in one phase) condition. As it can be noticed: without dips compen-
sation module the converter currents are unbalanced and non-sinusoidal. The
current the THD factor is around 20 %.

Similar situation is shown in Fig. 40 (50 % voltage dip in one phase) but with
proposed the RDPC-SVM control algorithm. It can be seen that converter currents
are kept sinusoidal and symmetrical. In spite of high grid voltage disturbances, the
current the THD factor is below 1.0 %. This feature of the GCC significantly
reduce the negative impact of power electronics converter on the grid voltage,
especially under distorted voltage and high grid impedance.

(a) (b)

Fig. 35 Operation of 55 kW the GCC with the RDPC-SVM during transients with grid voltage
disturbances. The GCC operation mode step change: a from rectifying, to no-load operation and
to inverting operation, grid voltage distorted by high order harmonics (20 % of 5th and 10 % of
7th harmonics); b from rectifying to no-load operation and to inverting operation, grid voltage
distorted by 60 % dip in phase A. From the top IDC—DC-link current (A); UDC—DC-link voltage
(V); UGA_HV, UGB_HV, UGC_HV—voltage on the high side of the grid transformer (V); UGA, UGB,
UGC—voltage on the low side of the transformer (V); IGA, IGB, IGC—phase grid currents (A)
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4 Summary and Conclusion

Grid Connected AC-DC Converters (GCC) are used for interfacing distributed
energy sources, storages or loads. In recent years there is a strong trend to provide
GCCs which assure bidirectional energy flow with as high power quality as pos-
sible. To obtain such features of the GCC an advanced control methodology is
required. It can be observed an analogy to fast and never ending development of
Adjustable Speed Drives (ASD) control methods since last 50 years. In case of
ASD researcher wants to obtain the best accuracy, efficiency, dynamic, steady
states operation parameters and finally power quality. The list of goals for control
methods are rather open and instead to be shorter is longer every years. A control
of the GCC can be treated as a dual problem to this defined in case of drives in
previous years. Moreover, the important issue in case of the GCC control has to be
taken into account i.e. constantly changing and updating an IEC, IEEE, SEMI, or
‘‘grid codes’’ standards and regulations.

(a) (b) (c)

Fig. 36 Operation of 55 kW the GCC with the RDPC-SVM during transients with grid voltage
disturbances: dips and harmonics (40 % dip in one phase, 20 % of 5th and 10 % of 7th
harmonics. The GCC operation mode transients: a from rectifying, to no-load operation and to
inverting operation; b Zoomed rectifying to no-load operation; c Zoomed from no-load to
inverting operation. From the top IDC—DC-link current (A); UDC—DC-link voltage (V); UGA_HV,
UGB_HV, UGC_HV—voltage in high side of the grid transformer (V); UGA, UGB, UGC—voltage in
the low side of the transformer (V); IGA, IGB, IGC—phase grid currents (A)
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To fulfill all above mentioned requirements a very flexible software (estimation
and control algorithms) has to be developed, tested and implemented. In this
chapter the idea of the GCC, treated as Power Electronics Building Block (PEBB)
that is unified and ready for programming of different sophisticated functionalities,
is given. Authors tried to show that the software (control methods) should be
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Fig. 37 Configuration of the AC-DC-AC system interconnecting two different voltage sources;
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designed in modularity way allows to update and add new demanded functions
(e.g. dips compensations module, higher harmonics compensation module or
standalone operation mode module, etc.). Based on this assumption a new, reliable
for grid voltage faults condition control method is proposed: a Robust Direct
Power Control with Space Vector Modulation (RDPC-SVM). This control meth-
ods joins years of experiences and ideas developed in the research team of prof.
Kazmierkowski the Institute of Control and Industrial Electronics, Warsaw Uni-
versity of Technology. The RDPC-SVM is based on generic structure of DPC-
SVM extended by implementing several additional control modules assures a new
capabilities. Obtained features are verified and tested by simulations and experi-
mental power system [51].

Summarizing, modules of the RDPC-SVM control algorithm gives ability for:

• higher harmonics compensation,
• stable and proper operation even with higher grid impedance,
• stable and proper operation during voltage dips,

UDC

IDC

IGA IGB

UGA UGB UGC

IGC

(a) (b)

(c) (d)

Fig. 39 Operation of the GCC with basic DPC-SVM algorithm under distorted grid voltage
conditions (30 % dip in one phase of supplying voltage). a UAG, UBG, UGC—grid voltage, UDC—
DC-link voltage (V); b IGA, IGB, IGC—grid currents, IDC—DC current (A); c grid current
spectrum and the THD factor (20.3 %); d grid voltage and currents vector diagram
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• decreased negative impact on the grid voltage, hence reduction of flicker phe-
nomenon (e.g. observed as light blinking) is reduced.

The presented control algorithm is promising for growing number of power
electronic converters operating as an interface between the grid and Renewable
Energy Sources (RES) or Active Loads (AL). In the future sustainable AC or DC
grids an asymmetrical higher harmonics can appear even more often than sym-
metrical because the number of single phase loads is higher than three phase loads.
Hence, the compensation of asymmetrical harmonics should be taken into account
in research process for the GCC. This aspect is not described in the chapter,
however, more information can be found in [52]. Moreover, there are many other
problems that should be solved in the nearest future by intelligent PEBB.

Authors would like to stress that problems presented in this chapter are just a
small part in the field of issues related to integration a GCC with the grid.
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(c) (d)

Fig. 40 Operation of the GCC with proposed RDPC-SVM algorithm supplied under distorted
grid voltage conditions (50 % dip in one phase of supplying voltage). a UAG, UBG, UGC—grid
voltage, UDC—DC voltage (V); b IGA, IGB, IGC—grid currents, IDC—DC current (A); c grid
current spectrum and the THD factor (0.9 %); d grid voltage and currents vector diagram
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The RDPC-SVM control method are going to be used in a TWERD company in
Torun, Poland for grid connected converters [101]. It is believed that due to
continuous development in power electronics, digital signal processing and
intelligent control techniques the newest solution in power electronics will have a
strong impact on power quality and reliability improvements in coming decades.
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Chapter 4
Faults and Diagnosis Systems in Power
Converters

Kyo-Beum Lee and Ui-Min Choi

Abstract A power converter is needed in almost all kinds of renewable energy
systems and drive systems. It is used both for controlling the renewable source and
for interfacing with the load, which can be grid-connected or working in stand-
alone mode. Further, it drives the motors efficiently. Increasing efforts have been
put into making these systems better in terms of reliability in order to achieve high
power source availability, reduce the cost of energy and also increase the reli-
ability of overall systems. Among the components used in power converters, a
power device and a capacitor fault occurs most frequently. Therefore, it is
important to monitor the power device and capacitor fault to increase the reliability
of power electronics. In this chapter, the diagnosis methods for power device fault
will be discussed by dividing into open- and short-circuit faults. Then, the con-
dition monitoring methods of DC-link electrolytic capacitor will be introduced.

1 Introduction

The increasing use of renewable energy systems requires new strategies for the
operation and management of the electricity grid in order to maintain or to
improve power-supply reliability and quality. Additionally, regulations of the grid
lead to new management structures in which trading of energy and power is
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becoming increasingly important. Power electronics, the technology to convert
electric power efficiently from one stage to another, is essential for distributed
renewable energy systems to achieve high efficiency and performance. The power
electronics field has grown during last decades for two main reasons:

(1) The development of fast semiconductor switches that are capable of switching
quickly and handling high power.

(2) The production of micro-controllers that can implement advanced and com-
plex control algorithms.

These factors have led to the development of cost-effective and grid-friendly
converters.

As converters perform the important role in the renewable energy systems, so
does the interest in the reliability of power electronics, which can directly affect
the reliability, efficiency and cost of renewable energy systems. Therefore, many
researches about the reliability of power converter systems have been conducted
especially for the fault diagnosis.

There are many kinds of faults in power converters such as a power semi-
conductor device, DC-link capacitor, PCB, solder, sensor, and etc. The distribution
of faults in power converters is illustrated in Fig. 1.

As shown in Fig. 1, power semiconductor devices and DC-link capacitors are
the factors that most frequently provoke faults among the components of power
electronic converters. Semiconductor and soldering failures in power device
modules compose 34 % of power converter failures. The DC-link capacitor fault
makes 30 % of the faults in power converters [1, 2].

In this chapter, the diagnostic methods for power device faults are discussed by
dividing into open- and short-circuit faults. Then, the condition monitoring
methods of DC-link electrolytic capacitors are introduced.

Fig. 1 Distribution of faults
in power converters
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2 Power Device Fault

The power device fault can be divided into two cases: a short-circuit fault and an
open-switch fault.

A short-circuit fault can occur due to several reasons, such as the wrong gate
voltage, overvoltage, avalanche stress, or temperature overshoot. The short-circuit
faults are difficult to handle because an abnormal over-current which can cause
serious damage to other parts is produced within a very short time. In addition, the
period between the fault initiation and failure is very short. Therefore, most
diagnostic methods of a short-circuit fault are based on hardware circuits [3].

An open-switch fault occurs due to the lifting of a bonding wire caused by
thermal cycling. An extremely high collector current may also cause open-switch
faults. The open-switch fault leads to a current distortion. It can cause secondary
problems in other components through induced noise and vibrations. The open-
switch fault does not cause serious damages, compared to short-circuit faults, but
does degrade the performance of overall converter systems. Therefore, diagnostic
methods of power device faults are needed to improve the reliability of the con-
verter system. The diagnostic methods based on the 2-level converter are intro-
duced. Figure 2 shows the simplified circuit diagram of grid-connected converter
systems.

2.1 Diagnostic Method of Open-Switch Fault

2.1.1 Current Pattern Method

If the open-switch fault occurs, the switching state does not reach the desired state
and the current flow path is also changed [4, 5]. These are caused by a distortion of
phase currents. According to the faulty switch, the distortion of phase currents is
differed and, therefore, the differed current patterns are formed. Hence, it is pos-
sible to detect an open-switch fault and identify the location of a faulty switch
using its current patterns. The measured three-phase currents can be transformed
into stationary reference frame currents as follows:

Ea

Eb

Ec

Filter Grid

nVDC

D1 D3

D4 D6

D5S1

S4

S3 S5

S6S2 D2

Fig. 2 Simplified circuit
diagram of a grid-connected
converter system
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3
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The currents expressed in (1) can be observed in the d–q frame, on which the
horizontal axis is signified by is

d and the vertical axis is signified by is
q. Current

patterns shown in this frame have a specific shape and angle that depend on the
faulty switch. Therefore, a change in the current pattern shape and angle represents
the occurrence of an open fault condition in the converter and it is an indicator of
the location of the faulty switch. The change of current pattern’s shape is obtained
by calculating the surface (S) of the current pattern. It is illustrated in Fig. 3a and
calculated as

S ¼
Xn

i ¼ 0

Si ¼
Xn

i ¼ 0

pr2q
360

ð2Þ

where q ¼ qi � qi�1 is a central angle and ri ¼
fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl
is
di

� �2þ is
qi

� ffi2
r

is a radius. Thus,
the total surface can be obtained by the summation of Si during the one funda-
mental period of measured currents.

The vector angle of a current pattern is defined as the angle between the
horizontal-axis (isd-axis) and the center of the current pattern as shown in Fig. 3b.
The center of the current pattern can be obtained by the maximum and minimum
values of stationary currents as shown below:
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Using these, the angle of the current pattern is calculated by
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Fig. 3 Fault diagnosis parameters. a Surface. b Current pattern angle
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Figure 4 shows shapes of current patterns according to the faulty switch and
angles of current patterns are arranged in Table 1.

S1 fault S3 fault S5 fault

S2 fault S4 fault S6 fault

Normal

s
qI

s
dI
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s
dI
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qI

s
dI

s
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s
dI s
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s
qI

Fig. 4 Current patterns
according to faulty switches
in the 2-level converter

Table 1 Angles of current
patterns according to faulty
switch

Switch h

S1 150–210�
S2 330–30�
S3 270–330�
S4 90–150�
S5 30–90�
S6 210–270�
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2.1.2 Direct Current Method

This method directly uses the average three-phase currents calculated by

Ix avg x ¼ a; b; cð Þ ¼
1
N

Xk

j ¼ k�Nþ1

Ix jð Þ: ð5Þ

During the normal operation, the average phase current is zero [2, 6]. However,
if an open-switch fault occurs, the average of phase currents has a positive or
negative value. Figure 5a, b show the output phase currents when the open switch
fault occurs in switches S1 and S2, respectively. In this method, the faulty switch is
identified by comparing the current with a threshold value, d. The identification of
faulty switches using this method is described in Table 2.
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Fig. 5 Three-phase currents of the 2-level inverter. a S1 switch fault. b S2 switch fault

Table 2 Identification of
faulty switch with direct
current method

Switch Ia_avg Ib_avg Ic_avg

S1 \ -d
S3 \ -d
S5 \ -d
S2 [ d
S4 [ d
S6 [ d

148 K.-B. Lee and U.-M. Choi



2.1.3 Modified and Normalized DC Current Method

As mentioned above, under the normal operating condition, the average of phase
currents are zero [6]. If an open switch fault occurs, the average phase current has
a positive or negative value. However, this method is very simple but it can lead to
false alarms. This is because it tends to be highly unreliable under varying oper-
ating conditions, especially during fast transient conditions.

To avoid false alarms and improve the accuracy, the normalized DC current
method has been introduced. The normalized DC current is calculated by

cx ¼ a; b; cð Þ ¼
Ix avgfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl

a1xð Þ2þ b1xð Þ2
q ð6Þ

a1x ¼
1
N

XN

k ¼ 1

Ix ksð Þ cos
2pk

N

� �

b1x ¼
1
N

XN

k ¼ 1

Ix ksð Þ sin
2pk

N

� � ð7Þ

where a1x and ax2 are the first order harmonic coefficients of the output currents.
The Ix_avg can be calculated from (5). For identification of the faulty switch, the
largest absolute value of resulting residuals ca, cb and cc is compared with
thresholds given in (8) and (9):

d1x ¼
1 : cx [ 0
0 : cx� 0

	
ð8Þ

d2x ¼
1 : cxj j[ 0:45
0 : cxj j � 0:45

	
: ð9Þ

The threshold value is 0.45 which has been reported to be a universal value
derived from the experience. Using Table 3, the faulty switch can be identified.

Table 3 Identification of
fault switch with modified
normalized DC method

Switch d1a d1b d1c d2a d2b d2c

S1 0 1
S3 0 1
S5 0 1
S2 1 1
S4 1 1
S6 1 1
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2.1.4 Slope Method

The slope of the current space vector’s trajectory can be also used to diagnose the
open-switch fault in power converters [7, 8]. The slope W is defined as

w ¼
is
dk � isd k�1ð Þ

is
qk � is

q k�1ð Þ
ð10Þ

where is
dk and isqkare the sampled current transformed into the stationary reference

frame. is
dðk�1Þ and isqðk�1Þare the previous values of the sampled current. During the

normal condition, the slope W always varies because the trajectory of the current
space vector is a circle. However, if the open-switch fault occurs, the slope has the
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Fig. 6 Slope of the current vector’s trajectory. a Normal condition. b S1 switch fault. c S2 switch
fault. d S3 switch fault. e S4 switch fault. f S5 switch fault. g S6 switch fault

Table 4 Identification of
faulty switch with slope
method

Faulty switch Slope W Polarity

S1 0 –
S2 0 +
S3

fflfflffl
3
p

–

S4
fflfflffl
3
p

+

S5 -
fflfflffl
3
p

–

S6 -
fflfflffl
3
p

+
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specific value according to the faulty leg. Figure 6 shows the slope of the current
vector’s trajectory according to a faulty switch. To identify the faulty switch, it is
necessary to detect whether the current of the faulty phase is positive or negative.
If the faulty phase current is positive, an open-switch fault occurs in the lower
switch. Conversely, if the faulty phase current is negative, the open-switch fault
occurs in the upper switch. The slope of the current vector’s trajectory and polarity
of the phase current are described in Table 4.

2.1.5 Switching Function Model Based Method

Suppose that the power switches are ideal and ignoring the dead-time effect, under
the normal operating condition, the relationship between the collector-emitter
voltage of the IGBTs and the binary variables are expressed as

DC

11

2 2

11

2 2

DC

Fault

(a) (b)Fig. 7 Current path. a S2

fault condition when
SWa+ = 0, SWa- = 1. b S1

fault condition when
SWa+ = 1, SWa- = 0

Table 5 Switch voltage when the open-switch fault occurs in S2

Ia Sa+ Sa- Normal Open fault occurs in S2

VS1 VS2 V0S1 V0S2

+ 1 0 0 VDC 0 VDC

+ 0 0 VDC 0 VDC 0
+ 0 1 0 VDC 0 VDC

– 1 0 0 VDC 0 VDC

– 0 0 0 VDC 0 VDC

– 0 1 VDC 0 0 VDC
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Vs1 ¼ 1� SWað ÞVDC

Vs2 ¼ SWaVDC

Vs3 ¼ 1� SWbð ÞVDC

Vs4 ¼ SWbVDC

Vs5 ¼ 1� SWcð ÞVDC

Vs6 ¼ SWcVDC

8
>>>>>><

>>>>>>:

ð11Þ

where VDC is the DC-link voltage, and SWa–SWc represent the switching states,
which are set to ‘‘1’’ when the switch is closed and ‘‘0’’ when the switch is open
[9]. Vs1–Vs6 indicate the collector-emitter voltages of the six respective IGBTs.

Open-Switch Fault of Lower Switch

The current paths and switch voltages when an open-switch fault occurs in S2 are
shown in Fig. 7a and arranged in Table 5. When the current is negative and an
open-switch fault occurs in S2, under lower switching signal mode (SWa+ = 0,
SWa- = 1), the current flows only through D1 because S2 breaks down. At this
moment, S2 carries the voltage VDC, and the output pole voltage of S1 is null,
which disagree with the calculated values from the switching function model in
(11). Hence, the open-switch fault in S2 is detected using errors between the real-
switch voltage values (Vs1 and Vs2) and the calculated values (V0s1 and V0s2).

Open-Switch Fault of Upper Switch

An overall analysis using this method is similar to the one above. When SWa+ = 1,
SWa- = 0, and the current is positive, the fault is identified using the voltage
errors.

Figure 7b shows the current path when an open-switch fault occurs in S1, and
the corresponding switch voltages are arranged as given in Table 5.

The simple and fast-diagnostic circuit for open-switch faults is illustrated in
Fig. 8, which includes the diagnostic photocoupler, the time-delay circuit of the

Table 6 Switch voltage when the open-switch fault occurs in S1

Ia Sa+ Sa- Normal Open fault occurs in S2

VS1 VS2 V0S1 V0S2

+ 1 0 0 VDC VDC 0
+ 0 0 VDC 0 VDC 0
+ 0 1 VDC 0 VDC 0
– 1 0 0 VDC 0 VDC

– 0 0 0 VDC 0 VDC

– 0 1 VDC 0 VDC 0
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signal rising edges, and the logical gate circuit. The voltage of the lower switch is
sensed indirectly by the diagnostic photocoupler. The Fs1 and Fs2 are the diag-
nostic signals of S1 and S2 faults. The diagnostic signal is generated by comparing
the switching signal with indirectly sensed voltage of the lower switch. The IGBTs
have the turn-on delay because these are not ideal. Hence, the turn-on time delay
can cause a misdiagnosis. To avoid misdiagnosis due to the delay, a rising edge
delay circuit is used on the switching signal. Because of the rising edge delay
circuit, the switching signals SWa+ and SWa- are changed to the delayed switching
signals SW0a+ and SW0a- as shown in Fig. 8.

2.1.6 Lower Switch Voltage Method

Under the normal operating condition, the voltage across the lower switch has VDC

or 0 and changes complementarily [10]. However, if an open-switch fault occurs,
the voltage across the lower switch in the faulty phase has VDC/2, despite the upper
or lower switch fault. For example, when the open-switch fault occurs in S6 and the
switching state is [100] as shown in Fig. 9, the voltage across S6 becomes VDC/2.
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Fig. 8 Simple and fast-diagnostic circuit for open-switch faults
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The switching state [100] indicates that S1, S4 and S6 are on. The measured
voltages are compared with the reference voltages (V�ref ðlowÞ; V�ref ðhighÞ) using an op-

amp based voltage level comparator. In the normal operation mode, the compar-
ator’s output has a high value. In the faulty mode, the comparator’s output is low
and these values are maintained for a while. The comparator’s output is applied to
the gate of the switch q1.

The middle voltage (VDC/2) is detected by changing the ramp function

frðtÞ ¼ ð1� q1ÞVDð1� e
�t

R1C1Þ ð12Þ

where q1 is the switching function and is ‘‘1’’ for on state and ‘‘0’’ for off state. The
ramp function fr(t) is compared with the threshold value Fref to detect the fault. If
fr(t) is smaller than Fref, the system is considered to be operating in the normal
condition. If fr(t) is larger than Fref, it is considered that the open fault occurs in the
system and a fault signal is produced.

Figure 10 shows the block diagram of the fault detection method using the
lower switch voltage. Figure 11 shows the procedure where the ramp function fr(t)
is compared to Fref to detect the open-switch fault.
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Fig. 10 Block diagram of the fault detection method using the lower switch voltage
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Fig. 11 Procedure of the
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2.1.7 Detection Method for NPC Inverter

Figure 12 shows the simplified circuit diagram of the grid-connected NPC inverter
system [11]. In the NPC inverter system, it is impossible to identify the faulty
switch between the upper two switches (Sx1, Sx2) or between the lower two
switches (Sx3, Sx4) using the previously introduced method based on the output
phase current. This is because the output phase currents are the same when the
open-switch fault occurs in upper switches (Sx1 and Sx2) or lower switches (Sx3 and
Sx4). Therefore, the current patterns are also the same between upper switches or
between lower switches.

Figure 13 shows the output phase currents when the open-switch fault occurs in
leg A. Figure 14 shows the current patterns according to the faulty switches.

The remarkable difference between the Sx1 fault and Sx2 fault or between the Sx3

fault and Sx4 fault is the possibility of the switching state [O]. However, the grid
voltage nullifies the positive phase current or negative phase current, regardless of
the possibility of the switching state [O]. It is difficult to determine the effect of the
switching state [O] on the current patterns as shown in Fig. 14. The location of the
fault switch either between the two upper switches or between two lower switches
in the grid-connected NPC inverter system can be identified by adding a simple
switching scheme to the conventional method. The switching scheme can be
divided into two cases.

Case1. Open-switch fault occurs in one of the two upper switches; when the
grid voltage of faulty leg is negative, the switching state [O] is applied for a very
short period of time. If the open-switch fault occurs in Sx1, the positive current
flows for a very short period of time, because the switching state [O] is possible. If
the open-switch fault occurs in Sx2, the phase current path is opened and the
positive phase current does not flow.

Case 2. Open-switch fault occurs in one of the two lower switches; in contrast
to the case 1, the switching state [O] is applied for a very short period of time when
the grid voltage of faulty leg is positive. If the open-switch fault occurs in Sx3, the
phase current does not flow, because the phase current path is opened. If the open-
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Fig. 12 Simplified circuit diagram of a grid-connected NPC inverter

4 Faults and Diagnosis Systems in Power Converters 155



switch fault occurs in Sx4, the negative current flows for a very short period of
time, because the switching state [O] is possible.

The grid voltage state (positive or negative) is determined on the basis of the
PLL angle in this proposed method. The peak magnitude of current is changed
according to the period that allows for the switching state to change to the
switching state [O]. If this period is long, the phase current increases above the
rated current. The period can be determined by t2–t1 in the following equation:
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I ¼ 1
L

Zt2

t1

�EðtÞ dt� Irate: ð13Þ

The procedure for open-switch fault detection in the grid-connected NPC
inverter system is as follows:

(1) Detect the open-switch fault on the basis of previous method using the output
phase currents.

Sa1 fault Sb1 fault Sc1 fault

Sa2 fault Sb2 fault Sc2 fault

Sa3 fault Sb3 fault Sc3 fault

Sa4 fault Sb4 fault Sc4 fault

Fig. 14 Current patterns according to a faulty switch in a 3-level NPC inverter
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(2) If the open-switch fault occurs, estimate the angle of the current patterns. It is
possible to identify the leg that includes the faulty switch and to identify
whether the open-switch fault occurs in one of the two upper switches (Sx1,
Sx2) or in one of the two lower switches (Sx3, Sx4) using Table 1.

(3) If the open-switch fault occurs in one of the two upper switches, then the
switching state [O] is applied for a very short period of time when the grid
voltage of the faulty leg is negative. If the positive phase current flows for a
short period, then it can be inferred that the open-switch fault has occurred in
Sx1. If the positive current does not flow, then it can be inferred that the open-
switch fault has occurred in Sx2.

(4) If the open-switch fault occurs in one of the two lower switches, then the
switching state [O] is applied for a very short period of time when the grid
voltage of the faulty leg is positive. If the negative phase current flows for a
short period, then it can be inferred that the open-switch fault has occurred in
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Sx4. If the negative current does not flow, then it can be inferred that the open-
switch fault has occurred in Sx3.

Figure 15 shows the results of the open-switch fault detection method for the
grid-connected NPC inverter when the open switch fault occurs in leg A.

2.2 Diagnostic Method of Short-Circuit Fault

2.2.1 De-Saturation Detection Method

If a short fault occurs in an IGBT, the voltage between the collector and emitter
increases [3, 12]. A protection circuit is used to generate a control signal to
suppress the gate pulses when the voltage VCE reaches the threshold value which is
typically 7 V. The VCE is sensed by the following procedures: when the gate pulse
is on, the protection circuit provides a small current. The capacitance voltage VC is
increased by the provided current and the sensing diode becomes forward biased.
Under normal operating conditions, the capacitance voltage VC is very small when
the IGBT is on because VCE is very small. However, if a short-circuit fault occurs,
VCE and the capacitance voltage VC increase when the gate pulse is on. The
protection circuit determines whether a fault has occurred or not by detecting VC.
This method uses only a simple sensing diode. However, it is not suitable for the
high-speed IGBT switching, because it requires a blanking time which is about
1–5 ls. The blanking time means that the time taken to charge the capacitor by the
internal charge current (ICHG) and it rejects the noise from normal switching
transient. Also, the dynamic feedback information is not provided. Figure 16
shows an example of a fault diagnosis circuit for the de-saturation detection
method.
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Status
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Gate voltage

Isolation
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Fig. 16 Fault diagnosis circuit for the de-saturation detection method
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2.2.2 di/dt Measuring Method

In this method, the fault detection is implemented by measuring the voltage across
the internal inductor of the module between the control emitter and main emitter
[3, 12]. The voltage across the inductor is expressed by

VL ¼ L
di

dt
: ð14Þ

When a fault occurs, there is a large change in the current through the inherent
inductance. This large change in the current (di/dt) will generate a large VL across
the inductor. VL is compared with a reference voltage to determine whether a fault
has occurred. This method does not require any blanking time nor has any issues
with noise. Therefore, the control is of an open loop type and dynamically
responds to a fault condition immediately after a fault is detected. This is extre-
mely important for high-performance IGBTs, which are operated at very high
switching speed and where the margins for current and voltage ratings are
designed at its minimum. Figure 17 shows the fault diagnosis circuit for the di/dt
measuring method. This circuit provides four functions.
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Fig. 17 Fault diagnosis circuit for the di/dt measuring method
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di/dt Dynamic Control

The induced voltage across the stray inductance VL is measured by the voltage
divider R1 and R2. The values of R1 and R2 are set so that the minimum voltage
across R2 is higher than the threshold value of Q1 under the fault condition. Under
the normal condition, the switch on transient time is set in the range of
100–200 ns. The time constant (R1//R2*C1) should be set so that the voltage
charged to C1 is less than the threshold value of Q1 during normal switching
transient state. If VL is positive and lasts for more than 250 ns, the charged voltage
at C1 will be more than the threshold value of Q1. Hence, Q1 is turned on and the
path to control the gate voltage of an IGBT is formed through R3, D1, and Q1. The
information of active state of the di/dt control is indicated with the voltage across
R3. D1 is used to block the reverse current flow when VL is negative. Dz1 is used to
prevent the gate Q1 from over voltage.

di/dt Control Sensing and Hold

The active state of the di/dt control is latched with the RC circuit (R4, C2). The
voltage across R3 charges up C2 above the threshold value of Q2. C2 is charged to
the same voltage of R3 before the di/dt control process is over. D2 blocks the
discharge path formed through R4 and C2 when the voltage VR3 drops below the
charged voltage VC2. The discharge time of C2 through R5 is much longer than the
whole process of the fault protection. As soon as C2 is charged to the threshold of
Q2, Q2 will be conducted. The conduction of Q2 provides a current path for the
next function of the circuit.

di/dt Control Sensing and Hold

The current through Q2 make Q3 and Q4 to be turned on with a current limit
resistor R6. Then, Q3 (turned on) disables the command signal by pulling down the
base of Qon. Q4 activates the soft turn-off process through R7. The conduction of
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Fig. 18 IGBT equivalent
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Q4 provides a trigger signal for the di/dt control shutdown function. The function
of R8 is to keep the gates Q3 and Q4 discharged during the normal operation. Dz2

clamps the gates Q3 and Q4 to prevent the transient over voltage.

di/dt Control Shunt Down

The time required for the di/dt control process to complete is about 0.5 us. As
mentioned earlier, di/dt control is used to limit the fault current at a safe level. In
this case, it is limited at 4 kA in the worst case of a shoot through fault. The signal
from Q4 is inverted from active low with the reference to –7 V to active high with
the reference to the power emitter by Q5. The time constant of the RC circuit (R9,
R10, C3) is set such that the time for C3 charging to the threshold of Q6 is the same
as the required time that the di/dt control process is completed. The conduction of
Q6 discharges the gate voltage of Q1 and terminates the di/dt control process. The
slow discharge of VC3 through R10 holds Q6 in the conduction mode to prevent Q1

from getting into the active di/dt control mode again.

2.2.3 Gate Voltage Sensing Method

The region between the gate and drain of the IGBT is modeled by CGD [13]. This
region has great mobility during the turn-on transient, and is formed by the var-
iable capacitance CGDJ which models the depletion zone, and the fixed capacitance
COXD which models the oxide zone. The capacitances involved in the IGBT gate
charge signal are shown in Fig. 18. The variable capacitance CGDJ is defined by

CGD ¼ AGD

fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl
q ffi NB ffi esi

2ðVDS � VGSÞ

� �s

ð15Þ

where NB is n-layer doping concentration and q is an electron charge.
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In the above expression, the variation of several designs and semiconductor-
material parameters such as gate-drain area AGD and dielectric constant esi can
cause a significant change of CGDJ. The variation of these parameters can appear in
the IGBT with the destructive effect. CGD is affected by the change of CGDJ

because CGD is expressed as

CGD ¼
COXD ffi CGDJ

COXD þ CGDJ
ðVDS [ VGSÞ: ð16Þ
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The gate current IG is derived from the equivalent circuit shown in Fig. 18 and
defined by

IGðtÞ ¼ CGS
dVGSðtÞ

dt
� CGD

dVDSðtÞ
dt

þ CGD
dVGSðtÞ

dt
: ð17Þ

As shown in this equation, the change of CGD directly affects the gate current
and leads to a significant change in the gate voltage. Therefore, changes in the gate
voltage can be analyzed to identify a faulty condition. IGBT failures due to rupture
in the isolated gate zone can be detected and proactive action can be taken to avoid
major damages in the inverter.

This method is simple, but requires a complicated protection circuitry in order
to interpret the gate voltage information and protect the IGBT effectively.

The detection-circuit design is based on the measurement of the gate signal.
The principle of the design consists of measuring the energy of the IGBT gate
charge during the turn on, from VT up to VT ? 5 V, giving an output signal P1,
which is evaluated by using detection thresholds VZ1, VZ2, and VZ3 in order to
determine the IGBT short circuit or open circuit fault. Figure 19 shows detection
windows V1, V2, and V3 for hysteresis zones of the fault-free and faulty cases.

Figure 20 shows the fault diagnosis circuit for the gate voltage sensing method
and Fig. 21 shows the decision criterion.

2.2.4 Gate Voltage Comparing Method

This method detects the short-circuit fault by comparing the gate input voltage
VGG and gate voltage VGE [14, 15]. Figure 22 shows the diode clamped inductive
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load circuit to examine the switching transient state characteristic of an IGBT. LS

and RS represent stray inductance and resistance respectively.
Figure 23 shows the turn-on switching characteristic of the IGBT under the

normal condition. The turn-on transient state can be divided into six regions.

Region 1 The gate current IG charges the parasitic input capacitance CGE and
CGC. Then, the gate voltage VGE is increased to VGE(th). VGE is increased expo-
nentially with the time constant of RG(CGE ? CGC) as shown below

VGEðtÞ ¼ VGEðthÞð1� e½�t=RGðCCEþCGCÞ�Þ: ð18Þ

In this region, VGE, the voltage between the gate and emitter, maintains to the
same level at the input voltage VGG because the collector current IC does not flow
through the IGBT.

Region 2 VGE increases continuously. IC begins to increase and reaches the full
load current I0. In this region, VCE decreases due to the induced voltage which is
the value related to LS and dic/dt. On the other hand, IC rises continuously due to a
reverse recovery current of freewheeling diode.

Region 3–Region 4 The reverse recovery current starts to decrease at region 4. At
this time, the voltage across the freewheeling diode increases, while VCE falls. In
region3, CGC absorbs and discharges the current from the gate drive and the
current from CGE. At the end of region 4, the reverse recovery time of the diode is
ended.

Region 5 CGC is charged by IG, and VGE is maintained at VGE(I0), and IC is
maintained at full load current I0, while VCE falls at a rate (VCG -VGE(I0))/
(RGCGC).
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Region 6 VGE increases to VGG with the time constant of RG(CGE ? CGC(miller)).
CGC(miller) is the CGC that rose from low VCE due to the Miller effect. In this region,
VCE slowly diminishes to the collector-to-emitter on-state voltage and becomes
completely saturated.

As explained above and shown in Fig. 23, VGE is kept to constant because of
the Miller effect in Region 3–Region 4. However, under the hard switching fault
condition, VGE is increased in Region 3–Region 4. There is no Miller effect
because VCE is not changed under the hard switching fault condition. VGE with the
slope of the initially charged CGE rises to VGG. Consequently, the hard switching
fault of the IGBT is detected by comparing VGG and VGE.

Figure 24 shows the fault detection circuit of the gate voltage comparing
method. VGG and VGE are compared by the differential generator and the output of
the differential generator is defined by

VO ¼
Rf

R1
ðVGG � VGEÞ: ð19Þ

The output VO becomes the input of the short-circuit fault detector which
consists of an integrator using an op-amp, resistor and capacitor. In order to
identify VO of the differential generator, the short-circuit fault detector has an
integral circuit which detects the difference between VGG and VGE. The output VFO

of the short-circuit fault is given by

VFO ¼ �
1

CR

Z t

0

VO dt: ð20Þ
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If the short-circuit fault occurs, the time that the voltage is applied across the
differential generator is short. Thus, the output voltage VFO of the integrator
becomes lower than that of the normal condition. VFO is compared with the fault
reference voltage by the op-amp 3 and the VGG is compared with VGE by the op-
amp 4 to measure the rise of VGE to VGG. If the short-circuit fault occurs, the
output of the fault detection circuit is high, gate voltage is clamped by zener diode
and, at that time, the both switches of the buffer are turned off. After the short time
delay, the gate voltage is softly turned off by a high resistor.

2.2.5 Protection Using Snubber and Clamped-Circuit

The resistor–capacitor diode (RCD) clamp, shown in Fig. 25, acts as a voltage
clamp [16]. During the IGBT conduction period, the snubber capacitors are
charged to the bus voltage. As the IGBT is turned-off, VCE, voltage across it, rises
rapidly. The stray inductance LS in the circuit ‘‘dc loop’’ may cause VCE to rise
above the bus voltage. As this occurs, the snubber diode is forward biased, and the
snubber is activated. The energy trapped in the stray inductance is then diverted to
the snubber capacitor, which absorbs this incremental energy without the sub-
stantial rise in its voltage. The voltage overshoot is, thereby, substantially reduced.
Additionally, the higher the inductance LS within the snubber circuitry, the higher
the final voltage peak VPK the snubber circuit has because there is more trapped
energy LSffiI2/2 diverted to the same snubber capacitor. Adjusting this for hard
switching applications, the trapped energy in the circuit stray inductance caused by
abrupt interruptions of the device current appears as a voltage overshoot across the
device. Snubber and clamp circuits offer optimized protection against these tran-
sients. However, the use of these circuits for the protection against turnoff tran-
sients caused by the rapid suppression of the gate drive is not optimal, because it
requires high-capacity, high-voltage snubber capacitors that are bulky and costly.
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2.2.6 Protection by Slow Turn-Off of IGBT

If a short-circuit fault occurs, the resulting high current can produce extremely
high di/dt [16]. The IGBT fault current rate can be reduced by slowing the turn-off
time. This can be achieved by increasing the gate turn-on resistor, but this is
inefficient because it also increases the switching losses. To solve the problem
above, two novel circuits are introduced to decrease the VGE fall rate, only when a
fault current is sensed.

Resistive Method

The fault protection circuit shown in Fig. 26 is composed of a de-saturation
sensing diode D1 and a P-channel MOSFET, to switch in a higher value of resistor
Rg2 when a short-switch fault occurs. In normal turn-on conditions, this circuit
does not affect the system. During the normal turnoff operation, the gate driver
output voltage is switched to a low state and the capacitance of the P-MOSFET
starts to discharge. The values of C1, R1 and R2 are adjusted so that the MOSFET is
kept turned-on at least until the IGBT turns-off.

If a fault occurs, D1 is reverse biased and the P-MOSFET input starts to dis-
charge through R1 and R2. The MOSFET is then turned-off because its gate voltage

C

E

G
G

E

Rg2

Rg1

R2R1

C1

D1

P-MOSFET

Fig. 26 Circuit for the
resistive short circuit
protection method
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Fig. 27 Circuit for the
capacitive short circuit
detective method
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drops below the threshold value, and VGE fall rate is reduced significantly as the
discharge is now forced to take place through Rg2. The fault current fall rate
decreases accordingly.

Capacitive Method

The circuit in Fig. 27 is composed of the de-saturation diode D1, used to sense a
fault condition, and an N-channel MOSFET, to switch in a higher value of the
capacitor C1 in parallel with the IGBT input capacitance upon occurrence of a
fault. The small switching operation is not affected by this protection circuit. If a
fault occurs, the sensor diode becomes reverse biased and the MOSFET gate input
capacitance C2 is charged by the gate drive power. When the MOSFET is turned
on, the capacitor C1 is switched on, in parallel with the IGBT input capacitance. A
drop in the IGBT gate voltage is then observed because some charges are removed
to charge the capacitor C1, which was initially charged to the off-bias voltage.
This, in turn, lowers the value of Isc momentarily, reducing the energy losses
during short-circuit periods. The IGBT discharge time constant increases because
it now includes the capacitor C1 in parallel with the IGBT input capacitance.
Therefore, the fault current di/dt is increased and the transient is brought down
substantially.

3 DC-Link Electrolytic Capacitor Fault

In many power converter applications, the electrolytic capacitors are dominantly
used for DC-links because of their low cost. However, they have some undesirable
properties such as sensitivity to temperature, frequency and low reliability. The
main disadvantage of electrolytic capacitors is their finite lifetime and high failure
rate due to wear-out degradation failure. Due to the aging effects such as the
electrolytic reaction and the effects of temperature, frequency and humidity, the
capacitor banks lose their initial operating characteristics. The increase of equiv-
alent series resistor (ESR) is usually more pronounced than the decrease of the
capacitance. It has been a standard that the lifetime of the capacitor ends if ESR of
the capacitor increases by more than two times its initial value. Therefore, the
variations in the ESR value can be regarded as a key parameter for diagnosing
electrolytic capacitor failure.

In this chapter, the condition monitoring methods for electrolytic capacitors are
introduced.

C ESR
Fig. 28 Equivalent circuit of
an electrolytic capacitor
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3.1 Online Estimation of Equivalent Series Resistance

The capacitor is usually modeled as a capacitance in series with a resistance as
shown in Fig. 28 [17].

The ESR value of the capacitor can be found from the voltage across the ESR
and the current through the ESR. The ESR of the capacitor is expressed by

ESR ¼ VESR

idc
: ð21Þ
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Fig. 29 Control block diagram of the three phase AC/DC converter with condition monitoring of
the DC-link capacitor
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Since the ESR value of the capacitor varies depending on the operating tem-
perature, the temperature effect has to be considered. The information of the ESR
voltage and the current for (21) is obtained as described in the following sections.

3.1.1 AC Current Injection

Figure 29 shows the control block diagram of a three-phase AC/DC converter
involving the ESR estimation and temperature detection. To obtain the meaningful
information from the converter, a regulated AC component is injected to the q-axis
input current component which is the real power component. The injected current
reference is expressed as

i�inj ¼ Iinj sinð2p� fintÞ ð22Þ

where Iinj is the magnitude of the injected current and fin is the frequency of the
injected current.

This current induces a ripple voltage of the same frequency in the DC-link. In
this work, fin = 30 Hz and Iinj = 5 A. These AC voltage and current components
estimate the ESR value. There are no effects of the injected current on the con-
verter because the test current is injected for a short time at no load.

A band-stop filter (BSF) with a 30 Hz cut-off frequency is applied to the
measured DC-link voltage. The proportional-integral (PI) controller are employed
for the outer DC-link voltage loop. The proportional-resonance (PR) regulators are
used to control the dq-axis components of the source currents.

The DC-link voltage can be expressed as the summation of the capacitance
voltage and the ESR voltage as illustrated in Fig. 28.

vdc ¼ vc þ vESR ð23Þ

3.1.2 Indirect Measurement of the DC-Link Capacitor Currents

The estimation of the ESR is carried out at every sampling period using its voltage
and current. However, the current in the ESR is zero at the normal sampling
instants because the current does not flow through the capacitor during the zero
switching states. Therefore, the quantities at the mid-point of every sampling
period are used for the estimation, obtained from (21) and (23) as

ESR ¼ vdc � vc

idc
¼ vdc mid�vc mid

idc mid
: ð24Þ

Figure 30 shows the relationship between the phase currents, instantaneous DC-
link current and voltage according to the switching state where A+, B+ and C+ and
Tga, Tgb and Tgc represent the switching states and gating signals.
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The instantaneous DC-link current can be expressed from the phase currents
and switching functions as follow:

idc ¼ SAþias þ SBþibs þ SCþics ð25Þ

where switching functions are ‘‘1’’ or ‘‘0’’ when the upper switches of inverter legs
turn on or off, respectively.

Figure 31 shows the flow chart used to calculate the mid-point value of the DC-
link current which can be expressed as

0
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0 1
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1 1

1 1

1 1
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Fig. 30 Behavior of the DC-link current and voltages according to gating pulses. a Switching
state of upper switches. b Relation of phase currents and DC-link current. c DC-link capacitor
voltage
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idc mid ¼ idc1 þ idc2 þ idc3 ð26Þ

where idc1 = SA+ias, idc2 = SB+ibs and idc3 = SC+ics.

3.1.3 Measurement of the DC-Link and Capacitor Voltages

Figure 30c shows DC-link and capacitor voltages. For the ESR estimation, the
mid-point value of the DC-link voltage is needed. The mid-point voltage value of
the DC-link voltage is illustrated at �B in Fig. 30c. The capacitance voltage is
equal to the DC-link voltage at the normal sampling instant. Therefore, the mid-
point value of the capacitance voltage, vc_mid can be calculated as the average
value of the two consecutive DC-link voltages vc1 and vc2 measured at the zero
switching state that is

vc mid ¼
vc1 þ vc2

2
: ð27Þ

This measurement technique is depicted in Fig. 30c. The ESR voltage can be
expressed as

vESR ¼ vdc mid � vc mid: ð28Þ

It is noted that at �A in Fig. 30, the voltages and currents are sampled not only
for the control but also for the calculation of the mid-point value of the capacitor
voltage. Meanwhile, at �B , the mid-point values of the DC-link voltage are mea-
sured for the estimation only.

SVPWM
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Fig. 31 Flowchart for
calculating the mid-point
value of DC-link current
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3.1.4 Calculation of the ESR

A recursive least squares (RLS) method can be minimized as a least-square cost
function iteratively. It allows the estimated parameter of the system to be updated
at every sampling period with fast convergence and tracking capabilities. Since the
ESR value calculated in (24) usually has ripple components, the RLS method can
be applied for a more reliable estimation.

The RLS update of parameter, EŜR nð Þ, is given by

EŜRðnþ 1Þ ¼EŜRðnÞ þ lðnÞidc midðnÞ
� ½fvdc midðnÞ � vc midðnÞg � EŜRðnÞ þ idc midðnÞ�

ð29Þ

where l(n) is an adjustment gain which was chosen by trial and error as a constant
(8 * 10-5).

3.2 A Simple Offline Technique

3.2.1 Capacitor Model

Figure 31 shows the equivalent circuit of an aluminum electrolytic-capacitor [18].
Using this model, the impedance of the capacitor can be represented as

Zcap ¼ R1 þ R0 þ
1

1
R2
þ j xC2ð Þ

� ffiþ 1
j xC1ð Þ þ xESLð Þj ð30Þ

where
f frequency;
x radian frequency (x = 2pf);
R0 resistance of the foils, tabs, and terminals (in ohms);
R1 resistance of electrolyte (in ohms);
R2 dielectric loss resistance (in ohms);
C1 terminal capacitance (in farads);
C2 dielectric loss capacitance (in farads);
ESL equivalent series inductance

C1

R2

C2

R0, R1 ESLFig. 32 Aluminum-
electrolytic-capacitor model
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The most significant contributor to the ESL of capacitor is the loop formed by
the terminals and tabs, and its typical value for radial and screw-terminal capacitor
is about 1–2 nH/mm for terminal spacing. The resistance R2 accounts for the
leakage current of the capacitor and decrease with increasing capacitance, tem-
perature, voltage, and time. Its typical value is on the order of 100/C MX, with
C in microfarads (Fig. 32).

The impedance of capacitance expressed in (31) can be simplified by

Zcap ¼ ESRþ � 1
xC
þ xESL

� �
j ð31Þ

where C represents the series of C1 and C2

ESR ffi R1 þ R0 þ
1

ðxC2Þ2R2

: ð32Þ

3.2.2 Estimation ESR

To implement the estimation of ESR, the experimental setup as shown in Fig. 33 is
required which is composed of a function generator, a class AB audio power
amplifier, a non-inductive thick film resistor soldered to the capacitor, a digital
oscilloscope, and a microcomputer with Matlab software. This method uses the
discrete fourier transform algorithm (DFT).

The capacitor is connected to non-inductive resistor and exposed both com-
ponents to a sinusoidal voltage waveform. After capturing the input and capacitor
voltages, it is necessary to represent the second waveform as a function of the first
one. Since both waveforms are sinusoidal, it is possible to automatically obtain
both the phase and modulus of the fundamental component using the DFT.

R
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+
-
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Generator ic

vc

Oscilloscope

C
apacitor

C
E

SR
E

SL Computer

Fig. 33 Experimental setup
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f1st ffi
XNPP

n ¼ 1

f ðnÞ � ex0nj

0:5NPP
ð33Þ

where
NPP total number of points per period;
x0 radian frequency (x = 2p/NPP);
f(n) waveforms;
f1st first harmonic of f(n)

It is possible to compute the real and imaginary parts of the impedance of the
capacitor as

ESR ffi vcj j
icj j

cosð vc



 � ic



 Þ ð34Þ

XC ffi
vcj j
icj j

sin vc



 � ic



� �
ð35Þ

where
vcj j modulus of the capacitor voltage;
icj j modulus of the capacitor current;

|vc phase angle of the capacitor voltage;

ic
�




 phase angle of the capacitor current

In order to obtain a higher level of accuracy, its value should be estimated at
high frequency about 1 kHz whereas the capacitance value should be obtained at
lower frequency (120 Hz) to neglect the ESL effect. Thus, the proposed method is
based on the estimation of the ESR at 1 kHz and of C at 120 Hz.

After obtaining the capacitor current and voltage, it is necessary to deal with the
data in order for them to be processed in Matlab. Two m files were developed: one
to obtain both the modulus and phase of each waveform and the other one to
compute C, DF, and ESR.

4 Summary

This chapter provides a comprehensive study about the fault and diagnosis systems
in power converters. Among the components of the power converters, the power
switching devices and the electrolytic capacitors which cause the most frequent
failures in power converters are discussed. The diagnosis methods of the switching
device are discussed by dividing into open- and short- switch faults. Further, the
online and offline methods for monitoring the condition of the electrolytic
capacitors are introduced.
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Chapter 5
Predictive Control in Power Electronics
and Drives: Basic Concepts, Theory,
and Methods

Daniel E. Quevedo, Ricardo P. Aguilera and Tobias Geyer

Abstract In this chapter we revise basic principles and methods of model pre-
dictive control with a view towards applications in power electronics and drives.
The simplest predictive control formulations use horizon-one cost functions, which
can be related to well-established dead-beat controllers. Model predictive control
using larger horizons has the potential to give significant performance benefits, but
requires more computations at each sampling instant to solve the associated
optimization problems. For particular classes of system models, we discuss
practical algorithms, which make long-horizon predictive control suitable for
power electronics applications.

1 Introduction

Model predictive control (MPC), also referred to as receding horizon control, has
received significant attention. Applications and theoretical results abound, see,
e.g., the books [17, 50, 51, 76, 107] and survey papers [83, 97]. An attractive
feature of MPC is that it can handle general constrained nonlinear systems with
multiple inputs and outputs in a unified and clear manner.
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Particularly, in the field of power electronics, various embodiments of MPC
principles have emerged as a promising control alternative for power converters
and electrical drives [20, 65, 110, 111]. This is due to the fact that predictive
control algorithms present several advantages that make it suitable for the control
of power converters:

1. Concepts are intuitive and easy to understand;
2. MPC can handle converters with multiple switches and states, e.g., current,

voltage, power, torque, etc.;
3. constraints and nonlinearities can be easily included; and
4. the resulting controller is, in general, easy to implement.

The aim of this chapter is to provide an overview of the basic theoretical
underpinnings of MPC and to illustrate their use in power converters. For that
purpose, in Sect. 2, we begin by presenting the key element underlying MPC,
namely, that of moving horizon optimization. In Sect. 3 we analyze, in detail, the
special case of MPC with horizon one. These simple formulations often give good
results and only require little computations, leading to their immense popularity in
power electronics applications [111]. In particular, we establish relationships
between dead-beat control and horizon-one MPC strategies. For implementations
without a modulator, dealt with by so called Finite Control-Set MPC with a
quadratic cost function, we derive the optimal control input by exploring the
geometry of the underlying optimization problem. Section 4 focuses on the gen-
eral case of MPC with longer horizons. In general, using long horizons yields
better closed-loop performance than MPC with horizon one [34, 52]. However,
solving the underlying on-line optimization problems can be highly demanding.
To overcome these issues, we examine special purpose optimization algorithms,
which allow one to implement long-horizon optimal solutions in practical power
electronics and drive systems.

2 Basic Concepts

Various model predictive control methods have been proposed for controlling
power electronics and drives. Here, one can distinguish between formulations that
use system models governed by linear time invariant dynamics, and those that
incorporate nonlinearities. Most MPC strategies are formulated in a discrete-time
setting with a fixed sampling interval, say h [ 0. System inputs are restricted to
change their values only at the discrete sampling instants, i.e., at times t ¼ kh,
where k 2 N, 0; 1; 2; . . .f g denotes the sampling instants.

Since power electronics applications are often governed by nonlinear dynamic
relations, it is convenient to represent the system to be controlled in discrete-time
state space form via:
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xðk þ 1Þ ¼ f ðxðkÞ; uðkÞÞ; k 2 N; ð1Þ

where xðkÞ 2 R
n denotes the state value at time k and uðkÞ 2 R

m is the plant input.
Depending on the application at hand, the system state is a vector, which may
contain capacitor voltages, inductor and load currents, and fluxes.

2.1 System Constraints

An interesting feature of the MPC framework is that it allows one to incorporate
state and input constraints, say:

xðkÞ 2 X � R
n; k 2 0; 1; 2; . . .f g;

uðkÞ 2 U � R
m; k 2 0; 1; 2; . . .f g: ð2Þ

State constraints can, for example, correspond to constraints on capacitor
voltages in flying capacitor converters or neutral point clamped converters. Con-
straints on load currents can also be modeled as state constraints. Throughout this
chapter we will focus on input constraints, since their form is peculiar to the nature
of power converters.

Input constraints, uðkÞ 2 U, are related to the switch positions during the
interval ðkh; ðk þ 1Þh�. If the converter uses a modulator, then uðkÞ will be con-
strained to belong to a bounded continuous set. For example, the components of
uðkÞ could correspond to duty cycles, dðkÞ, or PWM reference signals. In this case,
the control input is constrained by

uðkÞ ¼ dðkÞ 2 U, ½ffi1; 1�m � R
m; k 2 0; 1; 2; . . .f g; ð3Þ

where m denotes the number of phases, see Fig. 1. Clearly, the above model can
only approximate switching effects, see also [72]. Nevertheless, as we will see,
several interesting and powerful controllers for power electronics and drives have
been developed by using this simple setting.

On the other hand, in direct control-applications, where no modulator is used,
uðkÞ is constrained to belong to a finite set describing the available switch com-
binations. Such approaches have attracted significant attention in the power
electronics community, often under term Finite Control Set MPC [111]. The main
advantage of this predictive control strategy comes from the fact that switching
actions, say SðkÞ, are directly taken into account in the optimization as constraints
on the system inputs, see Fig. 2. Thus, the control input is restricted to belong to a
finite set represented by

uðkÞ ¼ SðkÞ 2 U, f0; 1gm � R
m; k 2 0; 1; 2; . . .f g; ð4Þ

where U is a boolean set obtained by combining the m switch values. For the
control of some multi-level topologies, it is at times convenient to consider the
resultant voltage level as the control input, without making the distinction at a
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switch level. For example, for a 5-level inverter, one would have
ffi2;ffi1; 0; 1; 2f gm.

2.2 Cost Function

A distinguishing element of MPC, when compared to other control algorithms, is
that at each time instant k and for a given (measured or estimated) plant state xðkÞ,
a cost function over a finite horizon of length N is minimized. The following
choice encompasses many alternatives documented in the literature:

VðxðkÞ; u0ðkÞÞ,Fðx0ðk þ NÞÞ þ
XkþNffi1

‘¼k

Lðx0ð‘Þ; u0ð‘ÞÞ: ð5Þ

Here, Lð�; �Þ and Fð�Þ are weighting functions, which serve to penalize predicted
system behaviour, e.g., differences between voltage references and predicted
values, see Sect. 2.4. Predicted plant state values, x0ð‘Þ, are formed using the
system model (1):

x0ð‘þ 1Þ ¼ f ðx0ð‘Þ; u0ð‘ÞÞ; ‘ 2 k; k þ 1; . . .; k þ N ffi 1f g ð6Þ
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Fig. 1 MPC with continuous
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Fig. 2 MPC with finite
control set
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where

u0ð‘Þ 2 U; ‘ 2 k; k þ 1; . . .; k þ N ffi 1f g

refers to tentative plant inputs (to be decided). The recursion (6) is initialized with
the current plant state measurement (or estimate), i.e.:

x0ðkÞ  xðkÞ:

Thus, (6) refers to predictions of the plant states that would result if the plant
inputs at the update times k; k þ 1; . . .; k þ N ffi 1f g were set equal to the corre-
sponding values in

u0ðkÞ, u0ðkÞ; u0ðk þ 1Þ; . . .; u0ðk þ N ffi 1Þf g: ð7Þ

Both, the predicted plant state trajectory and the plant inputs are constrained in
accordance with (2), i.e., we have:

u0ð‘Þ 2 U; 8‘ 2 k; k þ 1; . . .; k þ N ffi 1f g
x0ð‘Þ 2 X; 8‘ 2 k þ 1; k þ 2; . . .; k þ Nf g:

Constrained minimization of Vð�; �Þ in (5) gives the optimizing control sequence
at time k and for state xðkÞ:

uoptðkÞ, uoptðkÞ; uoptðk þ 1; kÞ; . . .; uoptðk þ N ffi 1; kÞf g: ð8Þ

It is worth emphasizing here that, in general, plant state predictions, x0ð‘Þ, will
differ from actual plant state trajectories, xð‘Þ. This is a consequence of possible
model inaccuracies and the moving horizon optimization paradigm described next.

2.3 Moving Horizon Optimization

Despite the fact that the optimizer uoptðkÞ in (8) contains feasible plant inputs over
the entire horizon, ðkh; ðk þ N ffi 1Þh�, in most MPC approaches, only the first
element is used, i.e., the system input is set to

uðkÞ  uoptðkÞ:

At the next sampling step, i.e., at discrete-time k þ 1, the system state xðk þ 1Þ
is measured (or estimated), the horizon is shifted by one step, and another opti-
mization is carried out. This yields uoptðk þ 1Þ and its first element provides
uðk þ 1Þ ¼ uoptðk þ 1Þ, etc. As illustrated in Fig. 3 for a horizon length N ¼ 3, the
horizon taken into account in the minimization of V slides forward as k increases.
The design of observers for the system state lies outside the scope of the present
chapter. The interested reader is referred to [2, 29, 40], which illustrate the use of
Kalman filters for MPC formulations in power electronics.
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2.4 Design Parameters

As seen above, MPC allows one to treat multi-variable nonlinear systems in an, at
least conceptually, simple way. In addition to choosing the sampling interval
h (which, amongst other things, determines the system model (1)), MPC design
essentially amounts to selecting the cost function, i.e., the weighting functions Fð�Þ
and Lð�; �Þ, and the horizon length N.

The design of the weighting functions Fð�Þ and Lð�; �Þ should take into account
the actual control objectives and may also consider stability issues [3, 4, 83].1 For
example, tracking of desired output and internal voltages and currents can be
accommodated into the MPC framework by choosing weights which penalize a
measure of the difference between predicted and reference values.

(k + 1)hkh (k + 2)h (k + 3)h (k + 4)h (k + 5)h (k+ 6)h

(k + 1)hkh (k + 2)h (k + 3)h (k + 4)h (k + 5)h (k + 6)h

(k + 1)hkh (k + 2)h (k + 3)h (k + 4)h (k + 5)h (k + 6)h

uopt (k+ 1)

uopt (k +2)

uopt(k )

uopt( k )

u opt( k +1)

uopt(k+2)

Fig. 3 Moving horizon principle with horizon N ¼ 3

1 Note that the weighting functions should be chosen such that Vð�; �Þ depends on the decision
variables contained in u0ðkÞ, see (7).
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For a given sampling frequency 1=h and, especially for systems with inverse
response, larger values for the horizon length N will in general provide better
performance, as quantified by the weighting functions Fð�Þ and Lð�; �Þ. Indeed, one
can expect that, for large enough N, the effect of uðkÞ on x0ð‘Þ for ‘[ k þ N will
be negligible and, consequently, MPC will approximate the performance of an
infinite horizon optimal controller [52]. On the other hand, the constrained opti-
mization problem which, in principle, needs to be solved on-line to find the
controller output, has computational complexity which, in general, increases with
the horizon length. As a consequence, the optimization horizon parameter N allows
the designer to trade-off performance versus on-line computational effort. Fortu-
nately, excellent performance can often be achieved with relatively small horizons.
In fact, in most applications of MPC to power electronics and electrical drives a
horizon N ¼ 1 is chosen. We will next present key aspects of horizon-one MPC. In
Sect. 4, we will then discuss specific optimization algorithms which allow MPC
with larger horizons to be implemented in practical power electronics and drive
applications.

3 Horizon-One Predictive Control

In the academic field of power electronics, it is most common to focus on one-step
horizon formulations when using predictive controllers. This comes from the fact
that horizon-one solutions are easy to obtain and often give satisfactory results.

In this section, we present some basic concepts underlying horizon-one pre-
dictive control formulations used in power electronics. Our focus is on power
converters and electrical drive systems, which can be modeled in discrete-time as

xðk þ 1Þ ¼ AxðkÞ þ BuðkÞ; ð9Þ

where x 2 R
n stands for the n-system states (e.g., voltages and currents) and

u 2 R
m stands for the m-control inputs (e.g., duty cycles or power switches).

For our subsequent analysis, it is convenient to focus on regulation problems
with a constant reference, say xI 2 R

n. By setting

xðk þ 1Þ ¼ xðkÞ ¼ xI;

it follows that

xI ¼ AxI þ BuI ) xI ¼ ðI ffi AÞffi1BuI;

where uI 2 R
m is the required input to maintain xI.

If we now introduce the system state and input tracking errors as

x̂, xffi xI; and

û, uffi uI;
ð10Þ
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respectively, then it is easy to see that

x̂ðk þ 1Þ ¼ xðk þ 1Þ ffi xI ¼ Aðx̂ðkÞ þ xIÞ þ BðûðkÞ þ uIÞ ffi xI:

Since xI ¼ AxI þ BuI, we obtain the system model:

x̂ðk þ 1Þ ¼ Ax̂ðkÞ þ BûðkÞ; ð11Þ

In the sequel, we shall refer to x̂ 2 R
n as the system state, whereas û 2 R

m is the
control input. Consequently, the control goal becomes one of leading the system
(11) to the origin. This is equivalent to leading the original system (9) to the
desired reference, xI.

3.1 Deadbeat Control with a Modulator

One of the earliest control strategies referred to as ‘‘predictive control’’ in the
power electronics community are deadbeat controllers. These use a discrete-time
system model to calculate, at each sampling instant, the required control input to
lead the system output to some desired value in a finite number of time steps.
Generally, this input is in the form of a voltage reference, which is then modulated
as described in Sect. 2.1. Deadbeat control has been applied to current control in
three-phase inverters [69, 124, 126], rectifiers [77, 90], active filters [58, 86], DC-
DC converters [113], and torque control of induction machines [19].

This control technique is normally used to govern power converters and elec-
trical drives by obtaining the required input to achieve the desired system refer-
ence in only one sampling instant. Nevertheless, for some class of power
converters, it is not possible to achieve the control target in just one sampling
instant and more time-steps need to be considered. A useful concept to understand
this issue is called reachability, which is defined as follows.

Definition 1 (Reachability [5]) The system (11) is reachable if it is possible to
find a control sequence, say

u ¼

uð0Þ
uð1Þ

..

.

uð‘ffi 1Þ

2
6664

3
7775; ‘ 2 N

such that an arbitrary state, xI, can be reached from an initial state, xð0Þ, in a finite
time, i.e., ‘-sampling steps. j

Now, we introduce the so-called reachability matrix, used to determine the
system reachability, which is represented via

W‘ ¼ A‘ffi1B . . . AB B
ffl �

: ð12Þ
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The following theorem follows from the preceding definition.

Therom 1 (Reachability [5]) The system (11) is reachable in ‘ sampling steps if
and only if the reachability matrix W‘ has rank n, where n is the number of system
states. j

Assuming that the initial state, xð0Þ, is known, the system state at the sampling
time ‘ is given by

xð‘Þ ¼ A‘xð0Þ þW‘u: ð13Þ

As stated in Theorem 1 above, if W‘ has rank n, then it is possible to obtain u by
solving a system of n linearly independent equations. This sequence leads the
initial system state, xð0Þ, to the desired final state value, xI.

It is important to emphasize that, based on Theorem 1, for the one-step case,
where ‘ ¼ 1, we have that

W1 ¼ B:

Thus, if one wants to lead the system state from xð0Þ to an arbitrary value xI in
only one sampling instant, then the number of control inputs must be equal or
larger than the number of system states, i.e., m� n. Notice that if there are more
control inputs than system states, i.e., m [ n, then the solution to
Axð0Þ þW1u ¼ 0, see (13), is not unique.

Following, based on the above discussion, two particular cases are analyzed.

Invertible Matrix B
In this case, we focus on power converters which present the same number of

system states as control inputs, i.e., n ¼ m. This occurs for several converter
topologies, e.g., a three-phase inverter in ab coordinates with an RL-load, which
has 2-inputs and 2-outputs [112] .

Here, B is a square matrix which, if nonsingular, is invertible. Moreover, the
one-step reachability matrix, W1 ¼ B, has rank n. Therefore, it is possible to lead
the system (11) to xI in one sampling instant. The one-step deadbeat control law
for this case is expressed by:

ûðkÞ ¼ ffi Bffi1Ax̂ðkÞ;
uðkÞ ¼ ffi Bffi1AðxðkÞ ffi xIÞ þ uI:

ð14Þ

Non-Invertible Matrix B
Here, we consider the case where the system (11) has less control inputs than

system states, e.g., a three-phase inverter with an LC-filter [21]. Thus, matrix
B 2 R

n�m, with n [ m, is not invertible. Moreover, the one-step reachability
matrix W1 ¼ B has rank smaller than n. However, if matrix B has rank m, then
BT B 2 R

m�m is invertible. Therefore, one can obtain the, so called, Moore–Pen-
rose pseudoinverse matrix, which is given by

By ¼ ðBT BÞffi1BT ;
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see, e.g., [5]. Thus, the minimum time deadbeat control law can be expressed via:

ûðkÞ ¼ ffiByAx̂ðkÞ ¼ ffiðBTBÞffi1BT Ax̂ðkÞ;
uðkÞ ¼ ffiðBT BÞffi1BT AðxðkÞ ffi xIÞ þ uI:

ð15Þ

The minimum number of sampling steps required to achieve a desired reference
can be determined by adding terms of the form A‘B, until the reachability matrix
W‘ in (12) has full rank n.2

Notice that if the system inputs are constrained to a bounded set, e.g.,
uðkÞ 2 ½ffi1; 1�m, then it is necessary to saturate the control input when the system
is far from the reference yielding:

ûðkÞ ¼ sat ffiByAx̂ðkÞ
h i

; û 2 ½umin ffi uI; umax ffi uI�

uðkÞ ¼ sat ffiByAðxðkÞ ffi xIÞ þ uI

h i
; u 2 ½umin; umax�

Thus, the desired system reference may not be reached in one sampling instant
whenever the control input is saturated.

While this method has been used when a fast dynamic response is required,
being deadbeat-based, it is often fragile. Indeed, uncertainties such as model
errors, unmodeled delays, and external disturbances may often deteriorate the
closed-loop performance. In the literature, there exist some works addressing these
issues. For example, in [85] an adaptive self tuning deadbeat controller has been
proposed to deal with system parameter uncertainties and compensate the calcu-
lation delay. On the other hand, in [82] a disturbance observer has been included to
improve the disturbance rejection of the closed-loop system.

3.2 Horizon-One MPC with a Finite Control Set

One of the most popular predictive control strategies for power converters and
drives is FCS-MPC [20, 111]. This predictive control strategy explicitly considers
the power switches, SðkÞ in the optimization by means of a finite control set
constraint. Modulation stages are not needed.

In general, large prediction horizons are preferable when using MPC. However,
finding the optimal input sequence for the finite control set case typically requires
one to solve a combinatorial optimization problem. Interestingly, for some
topologies, one-step horizon MPC provides good closed-loop performance [65,
110]. In this subsection, we discuss the optimal solution to this predictive control
strategy.

2 It is important to remark that in the case that B 2 R
n�n, with B nonsingular, we have that

By ¼ Bffi1. Thus, the control law (14) is a particular case of (15).
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3.2.1 Cost Function

When using MPC for power electronics, it is often desirable to minimize the
tracking error of the system state, which includes variables of different physical
nature and order of magnitude, e.g., currents, voltages, torques, power. It is
therefore convenient to adopt a cost function, which considers a weighted positive
sum of the tracking errors of the controlled variables, see, e.g., [111]. This par-
ticular class of cost function can, in general, be expressed via:

V ¼ k1ðx1ðk þ 1Þ ffi xI

1 Þ
2 þ k2ðx2ðk þ 1Þ ffi xI

2 Þ
2 þ � � � þ knðxnðk þ 1Þ ffi xI

n Þ
2;

ð16Þ

where ki are the weighting factors, which allow the designer to trade-off among the
different system state tracking errors. For example, for a two-level three-phase
inverter, in ab orthogonal coordinates, one can use (see [112])

V2LI ¼ k1ðiaðk þ 1Þ ffi iIa Þ
2 þ k2ðibðk þ 1Þ ffi iIb Þ

2;

where k1 ¼ k2 ¼ 1. For a one-phase three-cell Flying Capacitor Converter (FCC)
one can choose (see, e.g., [73])

VFCC ¼ k1ðiaðk þ 1Þ ffi iIa Þ
2 þ k2ðvc1ðk þ 1Þ ffi vI

c1Þ
2 þ k3ðvc2ðk þ 1Þ ffi vI

c2Þ
2:

The above cost functions can be expressed as

VðxðkÞ; uðkÞÞ ¼ x̂Tðk þ 1ÞPx̂ðk þ 1Þ ð17Þ

where x̂ðkÞ ¼ xðkÞ ffi xI represents the state tracking errors of system (11), and
P ¼ diag k1; . . .; knf g is the weighting matrix.

In this case, it is also assumed that the power converter to be controlled is
modeled as per (9), i.e.,

xðk þ 1Þ ¼ AxðkÞ þ BuðkÞ; ð18Þ

where u represents the m-control inputs, which belong to a finite set of p elements,
i.e.,

u 2 U, u1; . . .; up

� �
� R

m: ð19Þ

3.2.2 Unconstrained Optimum

To derive a closed form solution for FCS-MPC with horizon N = 1, we note that
given (9), the quadratic cost function (17) can be expanded via

VðxðkÞ; uðkÞÞ ¼ x̂TðkÞAT PAx̂ðkÞ þ ûTðkÞBT PBûðkÞ þ 2ûTðkÞBT PAx̂ðkÞ; ð20Þ
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where ûðkÞ ¼ uðkÞ ffi uI, as before. If there were no control constraints, i.e.,
ûðkÞ 2 R

m, then the unconstrained optimal solution can be obtained as follows:

oVðx̂ðkÞ; ûðkÞÞ
oûðkÞ ¼ 2BT PBûðkÞ þ 2BT PAx̂ðkÞ ¼ 0

Thus, the minimizer to (17), without taking into account any system constraints,
is given by

ûopt
uc ðkÞ ¼ ffiKx̂ðkÞ;

uopt
uc ðkÞ ¼ ffiKðxðkÞ ffi xIÞ þ uI;

ð21Þ

where

K ¼ ðBT PBÞffi1BT PA: ð22Þ

It is worth noting that this unconstrained solution will normally not belong to
the finite set (19).

To obtain the constrained optimal solution, uoptðkÞ 2 U, it is convenient to
introduce the following auxiliary variable:

zðkÞ, uðkÞ ffi uopt
uc ðkÞ ¼ ûðkÞ ffi ûopt

uc ðkÞ: ð23Þ

In terms of zðkÞ, the cost function in (20) can be expressed via:

VðxðkÞ; uðkÞÞ ¼ gðxðkÞÞ þ zTðkÞHzðkÞ; ð24Þ

where the term gðxðkÞÞ is independent of uðkÞ and

H,BT PB: ð25Þ

3.2.3 Closed-Form Solution

To obtain the optimal finite set constrained solution, one must find the control
input which minimizes VðxðkÞ; uðkÞÞ. From (24), it follows that level sets of the
cost function are ellipsoids, where the eigenvectors of H define the principal
directions of the ellipsoid. Thus, the constrained optimizer uoptðkÞ does not nec-
essarily correspond to the nearest neighbour of uopt

uc ðkÞ within the constraint set U.

Example 1 Consider the case where a power converter, modeled as per (18), has 2
power switches, which can take only two values, i.e., u1; u2 2 0; 1f g. Thus, the
control input belongs to the following finite set:

u 2 U,
0
0

ffi �
;

0
1

ffi �
;

1
0

ffi �
;

1
1

ffi �� 	
� R

2: ð26Þ
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The vectorial representation of the optimal solution is depicted in Fig. 4. Here,
the ellipses, ei centered in uopt

uc , represent all the points that lead to the same cost.
Formally, if a; b 2 ei then, VðxðkÞ; aÞ ¼ VðxðkÞ; bÞ.

As we move away from the centre, the ellipses become larger, increasing the
cost function value, i.e., if a 2 e1 and b 2 e2 then, VðxðkÞ; aÞ\VðxðkÞ; bÞ. Thus, in
this example, the optimal solution, which produces the minimum cost function

value is uopt ¼ ½1 0�T , despite the nearest vector to the unconstrained solution
being u ¼ ½1 1�T . Clearly, the optimal solution is, in general, not the nearest
neighbour to the unconstrained solution. j

To obtain the optimal solution, we use the following transformation [103]:

v ¼ H1=2u; v 2 V,H1=2
U:

Now, the cost function (24) can be expressed as:

VðxðkÞ; vðkÞÞ, gðxðkÞÞ þ ðvðkÞ ffi vopt
uc ðkÞÞ

TðvðkÞ ffi vopt
uc ðkÞÞ; ð27Þ

where

vopt
uc ðkÞ,H1=2uopt

uc ðkÞ:

Thus, using this transformation, the level sets of the cost function describe
spheres centered in vopt

uc , as depicted in Fig. 4. Therefore, in terms of these
transformed variables, the nearest vector to the unconstrained solution, vopt

uc ðkÞ, is
indeed the (constrained) optimal solution.

Definition 2 (Vector Quantizer (see e.g. [31])) Consider a set A � R
n and a

finite set B, b1; . . .; bp

� �
� R

n. A function qBð�Þ : A! B is an Euclidean
vector quantizer if qBðaÞ ¼ bi 2 B if and only if bi satisfies that
affi bij j 	 affi bj



 

; for all bj 6¼ bi, where bj 2 B. j

Using the vector quantizer presented in Definition 4, it follows that

voptðkÞ ¼ qV H1=2uopt
uc ðkÞ

� �
; voptðkÞ 2 V:

u1

u2

x

x

v 1

v2

x

x
x

x

x

x

H 1/2

uuc
opt

v uc
opt

1
2

Fig. 4 Geometrical representation of FCS-MPC optimal solution; u1; u2 2 0; 1f g
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Finally, the actual optimal solution, which minimizes the cost function (17), is
given by:

uoptðkÞ ¼ Hffi1=2voptðkÞ ¼ Hffi1=2qV H1=2uopt
uc ðkÞ

� �
; uoptðkÞ 2 U: ð28Þ

A block diagram of the resulting one-step FCS-MPC closed-loop is depicted in
Fig. 5. Notice that qVð�Þ in (28) implies that the quantization considers the vectors
from the finite set V ¼ H1=2

U, i.e., qVðaÞ 2 V.

3.2.4 Relationship to Deadbeat Control and Embellishments

It is interesting and instructive, to compare horizon-one predictive control with
deadbeat control. Here, we first notice that (21) is a weighted version of (15). In
fact, when P ¼ I, where I denotes the identity matrix, both control values are the
same. Thus, horizon-one FCS-MPC, with the simple cost function presented in
(16) and (17), is a class of quantized deadbeat controller. Intuitively, such a
predictive control methodology presents features akin to those of a deadbeat
controller, i.e., a fast dynamic response but poor robustness.

To mitigate this problem, it is convenient to include control weighting in the
cost function. This will lead to a less aggressive, more cautious, controller. In this
case, the cost function can be formulated as3

VðxðkÞ; uðkÞÞ ¼ ûTðkÞRûðkÞ þ x̂Tðk þ 1ÞPx̂ðk þ 1Þ; ð29Þ

see (10) and where R is a positive definite matrix, which can be used as a tuning
parameter. With a larger matrix R we are seeking to apply an input close to uI.
This allows one to reduce the control action that is applied to the system, leading
to a slower dynamic response with often better robustness properties.

One-Step FCS-MPC

x k( )

S k( )

Power
Converter

Electrical
Load

Power
Source

u =H q H Kx k +u-( )( ( ) )ˆ-1/2 1/2opt
x

Fig. 5 One-step FCS-MPC
closed-loop

3 Alternatively, one can also penalize the size of the increments of the control input via a term of

the form ðuðkÞ ffi uðk ffi 1ÞÞT RðuðkÞ ffi uðk ffi 1ÞÞ.
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To obtain the optimal solution of this embellished horizon-one FCS-MPC for-
mulation, one can roughly follow the analysis presented in Sect. 3.2.3. The optimal
solution has the same structure as presented in (28) (see also (21)), but where

H ¼ BT PBþ R; ð30Þ

and

K ¼ Hffi1BT PA; ð31Þ

see also [103]. Notice that, the control gain matrix K is reduced as R is increased.
Thus, for the same system tracking error, x̂ðkÞ, this new formulation produces a
less aggressive actuation.

Example 2 If H is diagonal, i.e., H ¼ aI; with a 2 R; then the cost in (24)
becomes

VðxðkÞ; uðkÞÞ ¼ gðxðkÞÞ þ zTðkÞHzðkÞ;
¼ gðxðkÞÞ þ a2ðuðkÞ ffi uopt

uc ðkÞÞ
TðuðkÞ ffi uopt

uc ðkÞÞ:
ð32Þ

The level sets of this cost function are spheres centered in uopt
uc ðkÞ. Therefore,

one can directly quantize the unconstrained solution uopt
uc ðkÞ, to obtain the finite

optimal solution without performing any transformation, i.e.,

uoptðkÞ ¼ qU uopt
uc ðkÞ


 �
¼ qU ffiKx̂ðkÞ þ uI


 �
2 U:

Figure 6 illustrates a block diagram for this particular horizon-one FCS-MPC
closed-loop when H ¼ aI.

4 Predictive Control with Long Horizons

In the context of MPC, long prediction horizons yield in general a better closed-
loop performance than short horizons. In particular, extending the length of the
prediction horizons typically reduces the cost associated with the objective

x k( )

S k( )

Power
Converter

Electrical
Load

Power
Source

u =q Kx k +u-( )( )ˆopt
x

Fig. 6 One-step FCS-MPC
closed-loop with a diagonal
matrix H
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function in closed-loop operation [52, 102]. The infinite horizon case often ensures
closed-loop stability, provided that a solution with a finite cost exists [76, 107].

In the field of power electronics and electrical drives, the benefits of long
prediction horizons can be highlighted using the following three examples. First,
for the direct MPC formulation outlined in Sect. 4.5.2, very long prediction
horizons of 100 and more time-steps yield a superior steady-state performance, in
the sense that current THDs similar to the ones obtained by employing optimized
pulse patterns (OPPs) can be achieved, when assuming the same device switching
losses. In contrast to that, very short horizons tend to lead to steady-state per-
formance results that are inferior to carrier-based PWM [34, 114].

Second, for systems with an inverse behavior,4 long prediction horizons are
required during transient operation to ensure the tracking of the reference signals
and to avoid closed-loop instability. This was illustrated in [60] for a boost con-
verter with a single voltage control loop (without an underlying current control
loop) that directly manipulates the switch position.

Third, and as already mentioned in Sect. 3, very short horizons lead to a closed-
loop behavior similar to the one typically obtained by deadbeat control, particu-
larly when the penalty on the manipulated variable is small or set to zero.
Deadbeat control is known to be highly sensitive to measurement and estimation
noise, as well as parameter uncertainties of the system model. Long prediction
horizons, on the other hand, significantly reduce the sensitivity of the controller to
noise and—as a result—improve the performance during steady-state operation
[38].

Unfortunately, the computational burden associated with solving most of the
the optimization problems underlying MPC increases exponentially with the
length of the prediction horizon. At the same time, the sampling intervals typically
required in power electronic systems are very short, often amounting to a few tens
of ls. From a computational point of view, this makes the solution of MPC
problems with long prediction horizons very challenging. Indeed, the belief in the
power electronics community is widespread that MPC problems with long hori-
zons cannot be solved in real time. Nevertheless, control and optimization tech-
niques are available that reduce the computational burden to a level, which allows
the solution of MPC problems on today’s available computational platforms within
sampling intervals of less than 100 ls. In this section, several such techniques will
be presented along with corresponding power electronics examples, for which they
have been applied to. Selected experimental results are highlighted as well.

4 When considering linear time-invariant (LTI) systems, inverse behavior is equivalent to non-
minimum phase behavior, i.e. systems with zeros in the right half-plane of the Laplace domain.
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4.1 Linear Quadratic MPC for Converters with a Modulator

A particularly simple case of (5)–(6) arises when the cost function is quadratic and
the system model is linear, i.e.:

VðxðkÞ; uðkÞÞ ¼ x0Tðk þ NÞPx0ðk þ NÞ

þ
XkþNffi1

‘¼k

x0Tð‘ÞQx0ð‘Þ þ u0Tð‘ÞRu0ð‘Þ
� �

;

x0ð‘þ 1Þ ¼ Ax0ð‘Þ þ Bu0ð‘Þ;
x0ð‘Þ 2 X � R

n; u0ð‘Þ 2 U � R
m; ‘ 2 0; 1; . . .Nf g;

ð33Þ

where A and B denote the state-update matrices of a linear time-invariant system,
and P, Q and R are penalty matrices of appropriate dimensions. More specifically,
P and Q are positive semi-definite matrices and R is a positive definite matrix. The
constraint sets X and U are polyhedra, given by the intersection of a finite number
of half-spaces, which are defined by hyperplanes. In such a setup, a PWM is
typically used.

By successively using the state-update equation in (33) and assuming a finite N,
the state vector at time-step ‘þ 1 can be represented as a function of the state
vector at time-step k and the control sequence as follows:

x0ðkÞ
x0ðk þ 1Þ

..

.

..

.

x0ðk þ NÞ

2
666664

3
777775
¼

I
A
..
.

..

.

AN

2
666664

3
777775

xðkÞ þ

0 � � � � � � 0
B 0 � � � 0

AB B � � � 0
..
. ..

. . .
. ..

.

ANffi1B ANffi2B � � � B

2
66664

3
77775

u0ðkÞ
u0ðk þ 1Þ

..

.

..

.

u0ðk þ N ffi 1Þ

2
666664

3
777775
:

ð34Þ

We rewrite this expression in compact form as

xðkÞ ¼ SxðkÞ þ TuðkÞ ; ð35Þ

with S and T appropriately defined. Introducing Q, diagðQ; . . .;Q;PÞ and
R, diagðR; . . .;RÞ, the cost function in (33) can be rewritten as

VðxðkÞ; uðkÞÞ ¼ xTðkÞQxðkÞ þ uTðkÞRuðkÞ : ð36Þ

Substituting (35) into (36) leads to5

VðxðkÞ; uðkÞÞ ¼ uTðkÞHuðkÞ þ 2xTðkÞFuðkÞ ; ð37Þ

5 Note that (37) contains the third term xTðkÞST SxðkÞ. Since this term is constant and
independent of uðkÞ, it can be omitted in the cost function without affecting the result of the
optimization problem.
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with

H ¼ TT QTþ R

F ¼ ST QT:

Note that uðkÞ is the real-valued optimization variable and H ¼ HT is the
positive definite Hessian matrix.

4.1.1 Unconstrained Solution

Similar to the horizon-one case treated in Sect. 3.2.2, if the system inputs and
states in (33) are unconstrained, i.e. X ¼ R

n and U ¼ R
m, then the finite horizon

optimization problem (33) with the reformulated cost function (37) can be solved
algebraically. This yields the control sequence as a linear function of the state
vector according to uðkÞ ¼ ffiKxðkÞ with K ¼ ffiHffi1FT . The control input at time-
step k is obtained by taking the first element of this sequence, i.e. the linear state-
feedback controller is of the form

uðkÞ ¼ ffiK0xðkÞ ð38Þ

with K ¼ ½KT
0 ; KT

1 ; . . . KT
Nffi1�

T . Directly related to this is the concept of general-
ized predictive control (GPC) [18]. The unconstrained finite-horizon approach was
investigated in [63, 75] for use in electrical drive applications.

Optimality, however, does not ensure stability, motivating the use of an infinite
horizon N. The problem (33) is then referred to as the linear quadratic regulator
(LQR), and K ¼ K0 ¼ � � � ¼ KNffi1 is the solution of an algebraic Riccati equation.
LQR controllers have been proposed for a number of power electronics applica-
tions; early examples of such applications include dc-dc converters [30] and
electrical drives [87].

4.1.2 Constrained Solution

On the other hand, if the inputs and states are constrained to belong to polyhedra,
then (33) can be rewritten6 in the form

min
uðkÞ

VðxðkÞ; uðkÞÞ ¼ uTðkÞHuðkÞ þ 2xTðkÞFuðkÞ

subj: to GuðkÞ	wþ ExðkÞ :
ð39Þ

6 For the cost function the constant term in (37) has been neglected. The inequality constraints
can be derived by substituting (35) into the state constraints and adding the input constraints.
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with G and E being matrices of appropriate dimensions and w denoting a column
vector. For a given state vector xðkÞ, (39) can be simplified to

min
uðkÞ

VðuðkÞÞ ¼ uTðkÞHuðkÞ þ 2cT uðkÞ

subj: to GuðkÞ	 g ;
ð40Þ

with c ¼ FT xðkÞ and g ¼ wþ ExðkÞ.
If uðkÞ satisfies the constraints GuðkÞ	 g in (40), then uðkÞ is said to be a

feasible solution. The problem (40) is feasible, if there exists at least one such
feasible solution, else the problem is infeasible. Assuming feasibility, the opti-
mization variable, for which the minimal (i.e. the optimal) value of the cost
function is obtained, is the optimizer uoptðkÞ.

The form (40) is a convex mathematical optimization problem with a quadratic
objective function and linear constraints, a so called quadratic program (QP) [50].
Such problems can be solved efficiently. Specifically, with H being positive def-
inite, (40) can be solved in polynomial time [66].

QPs are typically solved using the interior point method [61, 89]. Other solution
approaches include the active set [28] and gradient methods [88]. Examples of QP
solvers include SeDuMi [118], CPLEX [57] and IpOpt [123]. Recently, first efforts
have been reported in the literature to solve QPs in embedded systems, particularly
when running on field-programmable gate arrays (FPGAs), see e.g. [24, 59, 108,
109]. Moreover, a simplified QP is solved algebraically in [75] to derive a position
controller for a brushless dc drive.

Another example is model predictive pulse pattern control (MP3C), which
manipulates online the switching instants of pre-computed optimized pulse pat-
terns (OPPs) [14, 96] to achieve very fast closed-loop control. The underlying QP
can be solved easily using a variation of the active set method [38]. First exper-
imental results on a 1.1 MVA five-level inverter with a 6 kV medium-voltage
induction machine can be found in [91].

4.2 The Explicit State-Feedback Control Law for Linear
Quadratic MPC with a Modulator

Despite the ever growing computational power available and recent advances in
implementing QP solvers on embedded system architectures, solving the QP in
real-time for power electronics applications poses a highly challenging problem.
When using sampling intervals in the ls range, the computation times needed to
solve the QP typically exceed the sampling interval—often by one or two orders of
magnitude. Rather than solving the mathematical optimization problem in real-
time for the given state vector at the current time-step, the optimization problem
can be solved offline for all possible states. Specifically, the so-called (explicit)
state-feedback control law can be computed for all states xðkÞ 2 X [9]. The
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explicit control law can be stored in a look-up table and the optimal control input
can be read from the look-up table in a computationally efficient manner. We refer
to this methodology as explicit MPC, in contrast to MPC, which has traditionally
been solved entirely online.

4.2.1 The State-Feedback Control Law

Using the coordinate transformation

zðkÞ ¼ uðkÞ þ Hffi1FT xðkÞ ; ð41Þ

(39) can be rewritten as

min
zðkÞ

VðzðkÞÞ ¼ zTðkÞHzðkÞ ð42aÞ

subj:to GzðkÞ	wþ SxðkÞ ð42bÞ

with S ¼ E þ GHffi1FT . Note that the optimization variable zðkÞ includes, in a
linear manner, the control sequence uðkÞ and the state vector xðkÞ. Moreover, the
constraints in (42b) depend linearly on the state vector xðkÞ.

As previously, for a given xðkÞ, the optimizer zoptðkÞ can be computed. Using
the notion of sensitivity analysis, we are interested in exploring the sensitivity of
zoptðkÞ to small perturbation in xðkÞ. In general, unless the set of active constraints
changes in (42b), a small perturbation in xðkÞ will lead to a small variation in
zoptðkÞ. Because of the linear dependency in (41), in a small neighborhood around
xðkÞ, the variation in zoptðkÞ depends linearly on the modification in xðkÞ. As a
result, in this neighborhood, zoptðkÞ is a linear function of xðkÞ plus an offset, a so
called affine function. Rewriting (41) to express uoptðkÞ as a function of the
optimizer and the state vector, we conclude that the control sequence is also affine
in the state vector.

We refer to the neighborhood around xðkÞ, in which zoptðkÞ is an affine function
of xðkÞ, as a critical region. Using the Karush-Kuhn-Tucker (KKT) conditions for
optimality [62, 68], the critical region and its shape can be computed. Due to the
linearity of (42b), the boundaries of the critical region are hyperplanes. More
specifically, it can be shown that the critical region is a polyhedron, with its facets
being defined by the active constraints. An algorithm can be constructed, which
iteratively explores the whole set of states, X, computes all critical regions and the
associated affine control laws. By doing so, we treat the state vector as a parameter,
which gives rise to multi-parametric programming and yields the state-feedback
control law. In particular, (42) is a multi-parametric quadratic program (mp-QP).

Hereafter, the main results of mp-QP are recapitulated. For this, a number of
definitions are required.

Definition 3 (Polyhedron) A polyhedron P is a set that is equal to the intersection
of a finite number of half-spaces defined by hyperplanes. j

200 D. E. Quevedo et al.



Definition 4 (Polyhedral Partition) A collection of polyhedra

Pi � X; i 2 1; 2; . . .; nf g;

is a polyhedral partition of the polyhedron X, if and only if
Sn

i¼1 Pi ¼ X and
Pi \Pj is lower dimensional 8i 6¼ j. j

Theorem 2 The solution to the mp-QP in (42a, b) is a state-feedback control law
uoptðkÞ that is a continuous and piecewise affine function of the state vector xðkÞ
defined on a polyhedral partition of the feasible state-space X. j

More specifically, the feasible state-space is partitioned into polyhedra, and for
each polyhedron the optimal control law uoptðkÞ is given as an affine function of
the state. Note that uopt kð Þ is the first element in uopt kð Þ, as defined in (7).

Theorem 3 The value function VoptðxðkÞÞ ¼ VðxðkÞ; uoptðkÞÞ of the mp-QP (42a,
42b) is continuous, convex and piecewise quadratic in the state. j

More details about multi-parametric programming for QPs and the proofs of the
above theorems can be found in [9, 120]. Related results were obtained in [115].
When the cost function in (42a) is linear, a multi-parametric linear program (mp-
LP) results. The state-feedback control law is, as in the mp-QP case, continuous
and piecewise affine in the state. The value function, on the other hand, is convex
and piecewise affine. For more details on mp-LPs, the reader is referred to [7, 13].
Multi-parametric programs can be solved efficiently using the multi-parametric
toolbox (MPT) [70]. This versatile and numerically robust toolbox is available for
free on http://control.ee.ethz.ch/*mpt/.

4.2.2 Implementation Aspects

The state-feedback control law, which is the result of mp-LP or mp-QP, is of the
form

uoptðkÞ ¼
K1xðkÞ þ f1 if G1xðkÞ	 g1

..

. ..
.

KnxðkÞ þ fn if GnxðkÞ	 gn

8
><

>:
ð43Þ

with KixðkÞ þ fi denoting the ith affine control law and GixðkÞ	 gi the corre-
sponding polyhedron. Such a state-feedback controller can be easily implemented
and evaluated online. In a first step, given the state vector xðkÞ, the polyhedron
needs to be determined, in which the estimated or measured state lies. The brute
force approach is to go through all polyhedra and to check the corresponding
inequalities. An alternative approach is to build a binary search tree as proposed in
[121]. Such a search tree reduces the online computational demand at the expense
of an increased memory requirement. In a second step, after the correct polyhedron
has been identified, the affine control law is read out and the optimal control input
uoptðkÞ is computed using [42].
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In general, polyhedra with the same control law form convex unions and can
thus be merged and replaced by their unions. This leads to an equivalent piecewise
affine control law that features a lower number of polyhedra and thus a reduced
complexity. From an implementation point of view, such a representation is highly
desirable, since it relaxes the memory requirements and reduces the computational
burden. Indeed, by adopting the notion of hyperplane arrangements, an equivalent
piecewise affine control law can be derived that is minimal in the number of
polyhedra [47]. We refer to this concept as optimal complexity reduction. For
control laws with hundreds of polyhedra, the number of polyhedra can often be
reduced by an order of magnitude.

4.2.3 An Illustrative Example of the State-Feedback Control Law

To further illustrate the derivation and properties of the explicit state-feedback
control law of MPC, consider a dc-dc buck converter, as shown in Fig. 7. Using
the classic technique of averaging between the on and off modes of the circuit, the
discrete-time system model

xðk þ 1Þ ¼ AxðkÞ þ BvsdðkÞ ð44Þ

can be obtained, where vs denotes the unregulated input voltage and dðkÞ the duty
cycle. The state vector contains the inductor current i‘ and the output voltage vo,

i.e. x ¼ ½i‘ vo�T . The continuous-time system matrices are

F ¼ ffi R‘
L ffi 1

L
Ro

RoþRc

LffiRcR‘C
LC ffi 1

RoþRc

LþRcRoC
LC

" #
; G ¼

1
L

Ro
RoþRc

Rc
L

ffi �
ð45Þ

and their discrete-time representations are given by

A ¼ eFh ; B ¼
Z h

0
eFsGds ; ð46Þ

where h denotes the sampling interval. Adopting the per unit (pu) system, the
parameters in (45) are the inductor L ¼ 3 pu, capacitor C ¼ 20 pu and output
resistor Ro ¼ 1 pu. The internal resistor of the inductor is R‘ ¼ 0:05 pu and the
equivalent series resistance of the capacitor is Rc ¼ 0:005 pu. The nominal input
voltage is assumed to be vs ¼ 1:8 pu.

To allow for variations in the input voltage, it is convenient to scale the system
equations by vs, as proposed in [41]. To this end, we define ~i‘ ¼ i‘=vs; ~vo ¼ vo=vs

and ~x ¼ ½~i‘ ~vo�T , and rewrite (44) as

~xðk þ 1Þ ¼ A~xðkÞ þ BdðkÞ ð47Þ

Note that, unlike (44), (47) is linear in the state vector and the duty cycle.
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The control objective is to regulate the output voltage to its reference vI

o and to
maintain the inductor current below its maximal allowed limit i‘;max by manipu-
lating the duty cycle. The latter is bounded between zero and one. This control
problem can be captured by the optimization problem (cf., (29))

Vð~xðkÞ; uðkÞÞ ¼
XkþNffi1

‘¼k

ð~x0ð‘Þ ffi ~xIÞT Qð~x0ð‘Þ ffi ~xIÞ þ Rðu0ð‘ÞÞ2
n o

;

~x0ð‘þ 1Þ ¼ A~x0ð‘Þ þ Bu0ð‘Þ;
~x0ð‘Þ 2 X; u0ð‘Þ 2 U; ‘ 2 0; 1; . . .Nf g;

ð48Þ

where we set Q ¼ diagð0; 1Þ, R ¼ 0:1, X ¼ ½ffi~i‘;max;~i‘;max� � ½ffi10; 10� and
U ¼ ½0; 1�. Note that ~i‘;max ¼ i‘;max=vs and u ¼ d. To facilitate the regulation of the

output voltage to a non-zero reference, we define ~xI ¼ ½0;~vI

o �
T with ~vI

o ¼ vI

o =vs.
We assume ~vI

o ¼ 0:5 and choose the horizon N ¼ 3.
The explicit control law can be computed using the MPT toolbox [70]. The two-

dimensional state-space is partitioned into 20 polyhedra. Using optimal complexity
reduction [47], an equivalent control law with 11 polyhedra can be derived, as
shown in Fig. 8a. The corresponding state-feedback controller uoptðkÞ is shown in
Fig. 8b. Note that the duty cycle is limited by zero and one as a result of the design
procedure. An additional patch, such as an anti-windup scheme, is not required.

A similar MPC scheme was proposed in [79]. This basic controller can be
enhanced in various ways. In the context of dc-dc converters, it is usually preferred
to penalize the change in the duty cycle rather than the duty cycle as such, by

introducing DuðkÞ ¼ uðkÞ ffi uðk ffi 1Þ and penalizing RðDuð‘ÞÞ2 rather than

Rðuð‘ÞÞ2 in (48). To enhance the voltage regulation at steady-state by removing
any dc offset, an integrator state can be added [79]. Load variations can be
addressed by a Kalman filter, see [42].

4.2.4 Application Examples of the State-Feedback Control Law

In the context of power electronics and drives applications, the notion of the state-
feedback control law of MPC formulations has been studied extensively. One of
the earliest references is [74], which proposes an explicit MPC controller in a field-
oriented controller setting for an electrical drive. These initial results are extended
in [80]. In [10], the speed and current control problem of a permanent-magnet

Fig. 7 Topology of the step-
down synchronous converter

5 Predictive Control in Power Electronics and Drives 203



synchronous machine is solved using MPC. Drives with flexible shafts are con-
sidered in [22] and active rectifier units with LC filters in [81].

4.3 Linear Quadratic MPC with a Finite Control Set

As for the continuous control set case studied above, when the control set is
constrained to a finite set, the use of horizons larger than one will often give
significant performance gains. This is well known in other application areas, where
the use of MPC with finite decision variables has been examined; see, e.g., [56, 92,
99, 101, 104–106]. However, only few results have been documented in the lit-
erature regarding power converters, see [22, 44, 45, 100, 117].

We will next examine how to use prediction horizons longer than one for MPC
formulations where the plant inputs are constrained to belong to a finite set U. As
in (48), we will focus on linear plant models and quadratic cost functions with
reference tracking. To address computational issues, we will exploit the geomet-
rical structure of the underlying MPC optimization problem and presents a prac-
tical optimization algorithm. The algorithm uses elements of sphere decoding [53]
to provide optimal switching sequences, requiring only little computational
resources, thus, enabling the use of longer prediction horizons [44, 45]. We will
illustrate the ideas on a variable speed drive application consisting of a three-level
neutral point clamped voltage source inverter driving an induction machine. Our
results show that using prediction horizons larger than one does, in fact, provide
significant performance benefits. In particular, at steady-state operation the current
distortions and/or the switching frequency can be reduced considerably with
respect to direct MPC with horizon one, as presented in Sect. 3.

The methods proposed and results obtained are directly applicable to both the
machine-side inverter in an ac drive setting, as well as to grid-side converters. The
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ĩ (k) ṽo( )

d(
k)

(b)

−2
0

2 −1 0 1 2 3

i (

Fig. 8 Explicit state-feedback control law for the dc-dc buck converter over the state-space X

spanned by the scaled inductor current ~i‘ðkÞ and the scaled output voltage ~voðkÞ. a Polyhedral
partition of the state-space X. b Control law uopt kð Þ
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ideas can also be used for other converter topology and are particularly promising
for topologies with a high number of voltage levels.

4.3.1 Physical Model

As an illustrative example of a medium-voltage power electronic system, we
consider a variable speed drive consisting of a three-level neutral point clamped
(NPC) voltage source inverter (VSI) driving an induction machine (IM), as
depicted in Fig. 9. The total dc-link voltage Vdc is assumed constant and the
neutral point potential N is fixed.

Let the integer variables ua; ub; uc 2 ffi1; 0; 1f g denote the switch positions in
the three phase legs, corresponding to the phase voltages ffi Vdc

2 ; 0;
Vdc

2 , respectively.
Thus, the voltage applied to the machine terminals in orthogonal coordinates is

vs;ab ¼
1
2

Vdc uab ¼
1
2

Vdc Pu

with

P,
2
3

1 ffi 1
2 ffi 1

2

0
ffiffi
3
p

2 ffi
ffiffi
3
p

2

" #
; u,

ua

ub

ub

2
4

3
5 2 U; U, ffi1; 0; 1f g3: ð49Þ

The state-space model of a squirrel-cage induction machine in the stationary ab
reference frame is summarized hereafter. For the current control problem at hand,
it is convenient to choose the stator currents isa and isb as state variables. The state
vector is complemented by the rotor flux linkages wra and wrb, and the rotor’s
angular velocity xr. The model input are the stator voltages vsa and vsb. The model
parameters are the stator and rotor resistances Rs and Rr, the stator, rotor and
mutual reactances Xls, Xlr and Xm, respectively, the inertia J, and the mechanical
load torque T‘. All rotor quantities are referred to the stator circuit. In terms of the
above quantities, the continuous-time state equations are [55, 67]

dis
dt
¼ ffi 1

ss
is þ

1
sr
ffi xr

0 ffi1
1 0

ffi �� �
Xm

D
wr þ

Xr

D
vs ð50aÞ

dwr

dt
¼ Xm

sr
is ffi

1
sr

wr þ xr
0 ffi1
1 0

ffi �
wr ð50bÞ

dxr

dt
¼ 1

J
ðTe ffi T‘Þ ; ð50cÞ

where we have used7

7 To simplify the notation, in (50, 50b, 50c) we dropped ab from the vectors is; wr and vs.
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Xs ,Xls þ Xm

Xr ,Xlr þ Xm

D ,XsXr ffi X2
m:

ð51Þ

The transient stator time constant and the rotor time constant are equal to

ss,
XrD

RsX2
r þ RrX2

m

and sr ,
Xr

Rr
;

whereas the electromagnetic torque is given by

Te ¼
Xm

Xr
ðwraisb ffi wrbisaÞ : ð52Þ

4.3.2 MPC Formulation

The control problem is formulated in the ab reference frame. Let

iIs ,
iIsa
iIsb

ffi �

denote the reference of the instantaneous stator current. The objective of the
current controller is to manipulate the three-phase switch position u, by synthe-
sizing a switching sequence, such that the stator current is closely tracks its ref-
erence. At the same time, the switching effort, i.e., the switching frequency or the
switching losses, are to be kept small.

It is convenient to describe the system by introducing the following state vector
of the drive model:

x,

isa
isb
wra
wrb

2
664

3
775: ð53Þ

The stator current is taken as the system output vector, i.e., y ¼ is. The switch
position uab in the orthogonal coordinate system constitutes the input vector,

Vdc
2

Vdc
2

N
NN

A
B

C
IM

Fig. 9 Three-level three-
phase neutral point clamped
voltage source inverter
driving an induction motor
with a fixed neutral point
potential
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which is provided by the controller. Discretization of (50a, 50b, 50c) yields a
linear system model of the form

xðk þ 1Þ ¼ AxðkÞ þ BuðkÞ:

To penalise current errors and the control effort, we adopt the cost function:

VðxðkÞ; uðkÞÞ ¼
XkþNffi1

‘¼k

ði0e;abð‘þ 1ÞÞTði0e;abð‘þ 1ÞÞ þ kuðDu0ð‘ÞÞTDu0ð‘Þ ; ð54Þ

where

i0e;ab, iIs;ab ffi i0s;ab

Du0ð‘Þ, u0ð‘Þ ffi u0ð‘ffi 1Þ

and subject to (see (49))

uðkÞ 2 U
N

k Du0ð‘Þ k1 	 1; 8‘ 2 fk; k þ 1; . . .; k þ N ffi 1g:
ð55Þ

The latter constraint is imposed since in each phase switching is only possible
by one step up or down.

4.3.3 Obtaining the Switch Positions via Exhaustive Search

Due to the discrete nature of the decision variable u, minimizing (54) subject to
(55) is difficult, except for short horizons. In fact, as the prediction horizon is
enlarged and the number of decision variables is increased, the (worst-case)
computational complexity grows exponentially, thus, cannot be bounded by a
polynomial, see also [103]. The difficulties associated with minimizing J become
apparent when using exhaustive search. With this method, the set of admissible
switching sequences uðkÞ is enumerated and the cost function evaluated for each
such sequence. The switching sequence with the smallest cost is (by definition) the
optimal one and its first element is chosen as the control input. At every time-step
k, exhaustive search entails the following procedure:

1. Given the previously applied switch position uðk ffi 1Þ and taking into account
(55), determine the set of admissible switching sequences over the horizon.

2. For each of these switching sequences, compute the cost V according to (54).
3. Choose the switching sequence, uoptðkÞ, which minimizes the cost. Apply its

first element, uoptðkÞ, to the converter.

It is easy to see that exhaustive search is computationally feasible only for very
small horizons N, such as one or two. For N ¼ 5, assuming a three-level converter,
the number of switching sequences amounts to 1:4� 107.
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Techniques from vector quantization [31] and from mathematical program-
ming, such as branch and bound [35, 71, 84], can be used to reduce the compu-
tational burden. In particular, following akin to the method described in Sect. 3.2,
an explicit state-feedback control law for FCS-MPC can be obtained which, as for
the convex case in Sect. 4.2, induces a partition of the state-space [103]. In
addition, off-the-shelf solvers such as CPLEX [57], include a wealth of smart
heuristics and methods. However, none of the general methods take advantage of
the particular structure of (54) and the fact that in MPC the solution is imple-
mented in a moving horizon manner.

4.4 An Efficient Algorithm for Finite-Control Set MPC

We will next present a method for calculating the optimal switching sequences in
FCS-MPC. The algorithm requires only little computations and is thereby attrac-
tive for applications in power electronics and drives.

4.4.1 Modified Sphere Decoding Algorithm

Direct algebraic manipulations akin to those mentioned in Sects. 4.1 and 4.2 (see
also [49, 103]), give that minimization of (54) amounts to finding

uoptðkÞ ¼ arg min
u
ðzffiHuÞTðzffiHuÞ; ð56Þ

subject to (55), and where H is an invertible lower-triangular matrix. In (56),

z ¼ Huuc;

where uuc is the sequence obtained from optimizing (54) without constraints, i.e.,
with U ¼ R

3. Thus, we have rewritten the MPC optimization problem as a
(truncated) integer least-squares problem. Interestingly, various efficient solution
algorithms for (56) subject to finite-set constraints have been developed in recent
years; see, e.g. [1, 53], and references therein. We will next show how to adapt the
sphere decoding algorithm [27, 53] to find the optimal switching sequence uoptðkÞ.

The basic idea of the algorithm is to iteratively consider candidate sequences,
say u 2 U

N , which belong to a sphere of radius qðkÞ[ 0 centered in z,

ðzffiHuÞTðzffiHuÞ	 qðkÞ: ð57Þ

Especially in the case of multi-level converters (where U has many elements;
see, e.g. [73],), the set of candidate sequences satisfying the above conditions is
much smaller than the original constraint set UN . Not surprisingly, computation
times can be drastically reduced compared to exhaustive search.
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A key property used in sphere decoding is that, since H is triangular, for a given
radius, identifying candidate sequences which satisfy (57) is very simple. In
particular, for the present case, H is lower triangular, thus (57) can be rewritten as

q2ðkÞ� ðz1 ffi Hð1;1Þu1Þ2 þ ðz2 ffi Hð2;1Þu1 ffi Hð2;2Þu2Þ2 þ � � � ð58Þ

where zi denotes the i-th element of z, ui is the i-th element of u, and Hði;jÞ refers to
the ði; jÞ-th entry of H. Therefore, the solution set of (57) can be found by pro-
ceeding in a sequential manner akin to Gaussian elimination, in the sense that at
each step only a one-dimension problem needs to be solved; for details, see [53].

The algorithm requires an initial value for the radius used at time k to determine
u. On the one hand, the radius qðkÞ should be as small as possible, enabling us to
remove as many candidate solutions a priori as possible. On the other hand, qðkÞ
must not be too small, to ensure that the solution set is non-empty. We propose to
choose the initial radius by using the following educated guess for the optimal
solution:

usubðkÞ ¼

0 I 0 . . . 0

0 0 I . .
. ..

.

..

. . .
. . .

.
0

0 . . . . . . 0 I
0 . . . . . . 0 I

2

666664

3

777775
uoptðk ffi 1Þ; ð59Þ

which is obtained by shifting the previous solution by one time-step and repeating
the last switch position. This is in accordance with the moving horizon optimi-
zation paradigm described in Sect. 2. Since the optimal solution at the previous
time-step satisfies the constraint, usubðkÞ is a feasible solution candidate of (54).
Given (59), the initial value of qðkÞ is then set to:

qðkÞ ¼ ðzffiHusubðkÞÞTðzffiHusubðkÞÞ: ð60Þ

At each time-step k, the controller first uses the current system state xðkÞ, the
future reference values, the previous switch position uðk ffi 1Þ and the previous
optimizer uoptðk ffi 1Þ to calculate usubðkÞ; qðkÞ and z. The optimal switching
sequence uoptðkÞ is then obtained by invoking Algorithm 1:

uoptðkÞ ¼ MSPHDECð;; 0; 1; q2ðkÞ; zÞ; ð61Þ

where ; is the empty set.8

As can be seen in Algorithm 1, the proposed modification to sphere decoding
operates in a recursive manner. Starting with the first component, the switching

8 The notation Hði;1:iÞ refers to the first i entries of the i-th row of H; similarly, u1:i are the first
i elements of the vector u. Note that the matrix H is time-invariant and does not change when
running the algorithm. Therefore, H can be computed once offline before the execution of the
algorithm.
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sequence u is built component by component, by considering the admissible
single-phase switch positions in the constraint set ffi1; 0; 1f g. If the associated
squared distance is smaller than the current value of q2, then we proceed to the
next component. If the last component, i.e., u3N , has been reached, meaning that u
is of full dimension 3N, then u is a candidate solution. If u meets the switching
constraint (55) and if the distance is smaller than the current optimum, then we
update the incumbent optimal solution uopt and also the radius q.

The computational advantages of this algorithm stem from adopting the notion
of branch and bound [71, 84]. Branching is done over the set of single-phase
switch positions ffi1; 0; 1f g; bounding is achieved by considering solutions only
within the sphere of current radius. If the distance d0 exceeds the radius, a cer-
tificate has been found that the branch (and all its associated switching sequences)
provides only solutions worse than the incumbent optimum. Therefore, this branch
can be pruned, i.e., removed from further consideration without exploring it.
During the optimization procedure, whenever a better incumbent solution is found,
the radius is reduced and the sphere thus tightened, so that the set of candidate
sequences is as small as possible, but non-empty. The majority of the computa-
tional burden relates to the computation of d0 via evaluating the terms Hði;1:iÞu1:i.
Thanks to (58), d0 can be computed sequentially, by computing only the squared
addition due to the ith component of u. In particular, the sum of squares in d,
accumulated over the layers 1 to iffi 1, does not need to be recomputed.

4.4.2 Performance Evaluation

Whilst the main advantages of using MPC, when compared to other methods such
as optimized pulse patterns (OPPs), see e.g. [14], lie in the handling of transients,
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we will focus on the steady-state behaviour. We consider a three-level voltage
source inverter driving an induction machine with a constant mechanical load. A
3.3 kV and 50 Hz squirrel-cage induction machine rated at 2MVA with a total
leakage inductance of 0.25 pu is used as an example of a typical medium-voltage
induction machine. The dc-link voltage is Vdc ¼ 5:2 kV and assumed to be
constant.

The key control performance criteria are the device switching frequency fsw and
the current THD ITHD. In addition, we will also investigate the empirical closed-
loop cost, Vcl, which in accordance with (54) captures the squared RMS current
error plus the weighted averaged and squared switching effort. In a first step, the
steady-state performance of MPC tracking the current reference is illustrated, using
the sampling interval h ¼ 25 ls. The controller uses the cost function J with pre-
diction horizon N ¼ 10 and weighting factor ku ¼ 103� 10ffi3. This results in an
average device switching frequency of fsw ¼ 300 Hz, which is typical for medium-
voltage applications, and a current THD of ITHD ¼ 5:03 %. Figure 10a illustrates
three-phase stator current waveforms along with their (dash-dotted) references over
one fundamental period. The colours blue, green and red correspond to phase a,
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Fig. 10 Simulated waveforms for MPC with horizon N = 10 and the weight ku ¼ 103� 10ffi3.
a Stator currents is, b Switch positions u, c Stator current spectrum
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b and c, respectively. The spectrum of the stator current, computed with a Fourier
transformation, is shown in Fig. 10c. The three-phase switching sequence is
depicted in Fig. 10b. As can be seen, unlike PWM, the switching pattern lacks
symmetry and repetitiveness, resulting in a non-discrete and predominantly flat
spectrum. Nevertheless, non-tripled odd-order current harmonics such as the 5th,
7th, 11th, 13th and 19th harmonics are clearly identifiable.

Next, the influence of ku on the switching frequency, the current THD and the
cost is investigated. For each of the horizons N ¼ 1; 3; 5 and 10 and for more than
1,000 different values of ku, ranging between 0 and 0.5, steady-state simulations
were run. Focusing on switching frequencies between 100 Hz and 1 kHz, and
current THDs below 20 %, the results are shown in Fig. 11, using a double loga-
rithmic scale. Each simulation corresponds to a data point. Polynomial functions
are overlaid, which approximate the individual data points. Figure 11a, b suggest
that, for small prediction horizons, the relationship between ku and the performance
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Fig. 11 Key performance criteria of MPC for the prediction horizons N ¼ 1; 3; 5; 10. The
switching frequency, current THD and closed-loop cost are shown as a function of the tuning
parameter ku, using a double logarithmic scaling. The individual simulations are indicated using
dots, their overall trend is approximated using dash-dotted polynomials. a Average switching
frequency fsw. b Current THD ITHD. c Closed-loop cost
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variables is approximately linear in double logarithmic scale; for larger values of N,
the relationship is more complicated, but still monotonic. Fig. 11c illustrates the
empirical closed-loop costs obtained. Clearly, the cost is reduced as the prediction
horizon is increased, suggesting the use of horizons larger than one. For example,
with ku ¼ 0:01 and N ¼ 1, we have Jcl 
 50, whereas with horizon N ¼ 3, the
closed-loop cost can be reduced to Jcl 
 3! We note that, for this value of ku, the
empirical closed-loop cost achieved is almost optimal.

4.4.3 Computational Burden

We next compare the computational burden of the algorithm presented in Sect. 4.4
with that of exhaustive search, see Sect. 4.3.3. The weight ku is tuned such that
approximately the same switching frequency of fsw ¼ 300 Hz is obtained, irre-
spective of the chosen prediction horizon. As a measure of the computational
burden, the number of switching sequences, which are investigated by the algo-
rithm at each time-step when computing the optimum, is considered. Over mul-
tiple fundamental periods, the average as well as the maximal number of
sequences is monitored, as summarized in Table 1. The table shows that, as the
prediction horizon is increased, initially, the computational burden associated with
Algorithm 1 grows slowly, despite being exponential, whilst exhaustive search
becomes computationally intractable already for horizons of five and longer.

4.5 MPC for Switched Systems

Power electronic systems are hybrid systems, featuring different dynamics for
different sets of binary switch positions. When considering currents, fluxes and
voltages, power electronic systems constitute switched linear systems. However,
when an electromagnetic torque, flux magnitude, or real and reactive power
expression is used, the system turns into a switched nonlinear system. The swit-
ched linear behavior of power electronic systems can be directly captured by

Table 1 Average and maximal number of switching sequences that need to be considered by the
sphere decoding and exhaustive search algorithms to obtain the optimal result, depending on the
length of the prediction horizon

Prediction horizon N Sphere decoding Exhaustive search

Average Maximal Average Maximal

1 1.18 5 11.8 18
2 1.39 8 171 343
3 1.72 14 2350 4910
5 2.54 35 4,67,000 9,70,000
10 8.10 220
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polyhedral piecewise affine (PWA) systems as described below. PWA systems also
allow the approximation of switched nonlinear behavior with an arbitrary accu-
racy. Alternatively, solution approaches are available that directly address the
switched nonlinear optimization problem, albeit in an approximate manner, as
shown at the end of this section.

4.5.1 Piecewise Affine Systems

Polyhedral PWA systems [54, 116] are defined by partitioning the state-input
space into polyhedra and associating with each polyhedron an affine state-update
and output function

xðk þ 1Þ ¼ AiðkÞxðkÞ þ BiðkÞuðkÞ þ fiðkÞ ð62aÞ

yðkÞ ¼ CiðkÞxðkÞ þ DiðkÞuðkÞ þ giðkÞ ð62bÞ

with iðkÞ such that ½xTðkÞuTðkÞ�T 2 PiðkÞ; ð62cÞ

where x 2 X; u 2 U; y 2 Y denote the state, input and output vectors, respec-

tively. The state vector x ¼ ½xT
r xT

b �
T encompasses, in general, real-valued com-

ponents xr 2 Xr � R
nr as well as binary components xb 2 Xb � 0; 1f gnb . The

same applies to the inputs and outputs.
The polyhedra PiðkÞ define a set of polyhedra Pif gi2I on X� U, and the real

matrices AiðkÞ; BiðkÞ; CiðkÞ; DiðkÞ and real vectors fiðkÞ; giðkÞ with iðkÞ 2 I, I finite, are
constant and have suitable dimensions. We refer to iðkÞ as the mode of the system,
which is associated with a binary state and a binary input.

PWA systems are so called linear hybrid systems. These are heterogenous
systems that incorporate both continuous-valued components governed by differ-
ence equations, as well as discrete-valued components, such as finite state
machines, if-then-else rules and on/off switches. PWA systems switch between
different operating modes, with each mode being governed by a discrete-time
affine dynamical law. Mode transitions are triggered by inputs or states crossing
specific affine thresholds. PWA constraints can be imposed on states and inputs.

Modelling complex hybrid systems in PWA form is, in general, a tedious and
highly non-trivial task. To facilitate the modelling process, the HYbrid Systems
DEscription Language (HYSDEL) has been developed, which allows the designer to
describe a hybrid system on a textual basis [122]. The HYSDEL modelling language
is an integral part of the MPT toolbox. Tools, such as the mode enumeration
algorithm, are available to translate hysdel code into PWA form [48].

Within the class of linear hybrid systems, a number of modelling frameworks
are available, which are equivalent to each other [54]. Apart from PWA systems,
another major representative is the mixed logical dynamical (MLD) framework
[8]. The MLD framework extends linear discrete-time systems by augmenting the
state and output equations by auxiliary real and binary variables and a mixed-
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integer linear inequality constraint. MLD models are very suitable for online MPC,
since the equality and inequality constraints of the MLD model can be easily
included in the optimization problem. Depending on whether the cost function is
linear or quadratic, the optimization problem is either a mixed-integer linear or
quadratic program (MILP or MIQP).

The State-Feedback Control Law
PWA models are the starting point to derive off-line the state-feedback control

law [11]. Indeed, the notion of multi-parametric programming mentioned in Sect
4.2 can be extended to PWA systems. Specifically, the formulation of a linear cost
function subject to a PWA model gives rise to a multi-parametric mixed-integer
linear program (mp-MILP). As proposed in [11, 12], the state-feedback control
law can be computed, by augmenting mp-LP with dynamic programming, i.e. by
moving backwards in time using mp-LP.

Theorem 4 The solution to mp-MILP is a state-feedback control law uoptðkÞ that
is a piecewise affine function of the state vector xðkÞ defined on a polyhedral
partition of the feasible state-space X. j

Theorem 5 The value function VoptðxðkÞÞ ¼ VðxðkÞ; uoptðkÞÞ of the mp-MILP is
convex and piecewise affine in the state. j

The related proofs and additional details can be found in [26] for mp-MILPs,
and in [11, 25] for mp-MIQPs. Furthermore, [12] provides an in-depth analysis and
description of multi-parametric programming for MILPs and MIQPs.

Application Examples
Consider the direct torque control (DTC) problem of ac machines, first

addressed in [119]. In DTC, the electromagnetic torque T and the stator flux
magnitude W are directly controlled without using a modulator. A suitable voltage
vector is selected that keeps the torque and flux magnitude within upper and lower
bounds, which are imposed around their references. For a neutral point (NP)
clamped three-level inverter, also the NP potential is to be balanced around zero.
By approximating the nonlinearities relating to the torque, flux magnitude,
machine rotation and NP potential by PWA functions, the DTC problem can be
cast in the MLD framework using hysdel, as shown in [93], and then translated
into PWA form.

Let Wmax and Wmin denote the upper and lower flux magnitude bounds,
respectively, and WI its reference. We introduce the non-negative term

eWð‘Þ ¼
qFðWð‘Þ ffiWmaxÞ if Wð‘Þ�Wmax

qFðWmin ffiWð‘ÞÞ if Wð‘Þ	Wmin

qf jWð‘Þ ffiWIð‘Þj else

8
<

: ð63Þ

that uses soft constraints with the weight qF to heavily penalize violations of the
bounds. A small penalty qf , with qf � qF , is added to penalize deviations from the
reference. Similarly, for the torque and the NP potential, the terms eT and et can be
defined. The switching transitions are penalized by
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euð‘Þ ¼ quð‘Þ uð‘Þ ffi uð‘ffi 1Þk k1 ; ð64Þ

where qf \quð‘Þ\qF is a time-varying weight that decays exponentially within
the prediction horizon, providing an incentive to further reduce the switching
frequency by postponing switching until at least one soft constraint is about to be
violated.

Aggregating these terms results in the piecewise linear cost function

VðxðkÞ; uðkÞ; uðk ffi 1ÞÞ ¼
XkþNffi1

‘¼k

e0Tð‘þ 1Þ e0Wð‘þ 1Þ e0tð‘þ 1Þ e0uð‘Þ�½ �T
�� ��

1
:

ð65Þ

The state vector includes the stator flux components in a rotating dq reference
frame, the angular position of the reference frame and the NP potential. Minimizing
(65) subject to the integer constraints on the switch positions and the PWA model
results in an MILP, which can be solved off-line by computing the state-feedback
control [94]. A move blocking strategy [16] reduces the complexity of the solution,
albeit it remains high. Considering a two-level inverter for the ease of visualization,
Fig. 12 depicts the state-feedback control law in the stator flux plane for a specific

angular position and for uðk ffi 1Þ ¼ ½þ1ffi 1ffi 1�T . The colours refer to distinct
switch positions uðkÞ, as explained in detail in [94]. In particular, the large (yellow)
region refers to uðkÞ ¼ uðk ffi 1Þ. In this region, to maintain the controlled variables
within their bounds, switching is not required and thus avoided.

Recognizing that the DTC problem of keeping the torque and stator flux
magnitude within given bounds strongly relates to feasibility, by computing a
semi-explicit control law a controller of lower complexity can be derived [39].

Similarly, also dc-dc converters can be modelled as PWA systems, and an MPC
problem with a linear cost function can be formulated for the buck converter [41].
A Kalman filter can be used to account for load changes, and closed-loop stability
can be proven by deriving a piecewise quadratic Lyapunov function [42]. The
state-feedback control law can be easily computed and implemented on a DSP to
obtain experimental results [40]. Similar results are available for boost converters
[6, 78].

4.5.2 Switched Nonlinear Systems

Solving MPC problems involving switched nonlinear systems in real-time is a
highly challenging task, since this amounts to solving a mixed-integer nonlinear
program. Computing an explicit solution for such problems remains largely an
open problem.

Optimization Problem
Nevertheless, for a subclass of MPC problems with switched nonlinear systems, an
optimization algorithm can be constructed, which features a computational
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complexity that is suitable for implementation, albeit it solves the MPC problem
only in an approximative manner. More specifically, consider a nonlinear system
with integer inputs, whose output variables are to be regulated along given tra-
jectories, by keeping the outputs within upper and lower bounds around their
references. The second control objective is to minimize the switching effort, i.e.
the switching frequency or the switching losses.

The (short-term) switching frequency is captured by the objective function

VðxðkÞ; uðkÞ; uðk ffi 1ÞÞ ¼ 1
N

XkþNffi1

‘¼k

j Du0ð‘Þjk k1 ; ð66Þ

which represents the sum of the switching transitions (number of commutations)
over the prediction horizon divided by the length of the horizon. Alternatively, the
switching (power) losses can be directly represented through

VðxðkÞ; uðkÞ; uðk ffi 1ÞÞ ¼ 1
N

XkþNffi1

‘¼k

Eswðx0ð‘Þ; u0ð‘Þ; u0ð‘ffi 1ÞÞ ; ð67Þ

which is the sum of the instantaneous switching (energy) losses Esw over the
prediction horizon.9

For a drive system as in the previous section, for example, the optimization
problem can be stated as

uoptðkÞ ¼ arg min
uðkÞ

VðxðkÞ; uðkÞ; uðk ffi 1ÞÞ ð68aÞ
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Fig. 12 The explicit state-
feedback control law for the
DTC drive with a two-level
inverter for uðk ffi 1Þ ¼
½þ1ffi 1ffi 1�T and a given
angular position of the dq
reference frame, where the
colours correspond to the
unique switch positions

9 Note that, Esw is a function of the inverter current i, which in turn is either a state variable or
a linear combination of the state vector x.
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s: t: x0ð‘þ 1Þ ¼ Ax0ð‘Þ þ Bu0ð‘Þ ð68bÞ

y0ð‘þ 1Þ ¼ gðx0ð‘þ 1ÞÞ ð68cÞ

y0ð‘þ 1Þ 2 Y or e0yð‘þ 1Þ\e0yð‘Þ ð68dÞ

u0ð‘Þ 2 U ; Du0ð‘Þk k1 	 1 ð68eÞ

8‘ ¼ k; . . .; k þ N ffi 1 ; ð68dÞ

When using inductor currents, fluxes or capacitor voltages as states, the state-
update equation is typically linear in power electronic systems, while the outputs y,
such as the torque, stator flux magnitude and the NP potential, are a nonlinear
function gð�Þ of the state vector. The outputs are to be maintained within their
bounds, described by the set Y or, if a bound is violated, brought closer to this set
at every time-step within the horizon.

An Algorithm based on Enumeration and Extrapolation
Attempting to solve the optimization problem (68) for a long horizon, say 80,

leads for a three-level inverter to as many possible switching sequences as there
are atoms in the observable universe, which is clearly a futile endeavour. By
considering switching transitions only when one of the output variables is close to
one of its bounds, the number of switching sequences to be considered can be
greatly reduced. Depending on the horizon length, a few tens to a few thousand
sequences are to be investigated. Since the switching effort is to be minimized, this
heuristic turns out to have only a minor effect on the solution. Indeed, as shown in
[34], optimality is only mildly affected, which is evidenced by the fact that the
closed-loop performance in terms of the current THD and switching losses is, at
least for very long prediction horizons, effectively equal to the one obtained by
offline computed optimized pulse patterns [14]. The latter are widely considered to
provide steady-state operating conditions that upper bound achievable
performance.

Between switching instants, the concept of extrapolation is used, which is
similar to an adaptive move blocking scheme. The notion of linear extrapolation is
highlighted in Fig. 13, where two output variables are considered along with
their—in this case—constant bounds. At time-step k, the model (68b)–(68c) is
used to compute yðk þ 1Þ for three different switching inputs uðkÞ. For each uðkÞ,
based on yðkÞ and yðk þ 1Þ, extrapolation is used to compute the number of steps a
switch position can be applied to the inverter before a bound is violated. This
operation is computationally very cheap.

Using enumeration of all possible switching transitions, an algorithm using
extrapolation can be easily constructed, which relies on three key concepts:

1. The optimization problem is formulated in an open, rather than in a closed,
form. The set of admissible switching sequences is constructed sequentially,
and the corresponding output trajectories are computed forward in time.
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2. In between of the switching events, the output trajectories are either computed
using a model of the drive system or by extrapolating them. Typically, qua-
dratic extrapolation is used, even though linear extrapolation is often suffi-
ciently accurate.

3. The set of admissible switching sequences is controlled by the so-called
switching horizon, which is composed of the elements ‘‘S’’ and ‘‘E’’ that stand
for switch and extrapolate (or more generally extend), respectively.

It is important to distinguish between the switching horizon (number of
switching instants within the horizon, i.e., the degrees of freedom) and the pre-
diction horizon (number of time steps MPC looks into the future). Between the
switching instants, the switch positions are frozen and the drive behavior is
extrapolated until a bound is hit. The concept of extrapolation gives rise to long
prediction horizons (typically, 30–200 time steps), while the switching horizon is
short (usually one to three). Note that the prediction horizon directly relates to the
steady-state performance, which, in this case, is the ratio between the switching
effort and the current THD. The switching horizon, on the other hand, is pro-
portional to the computational burden.

For an in-depth description and analysis of this algorithm, the reader is referred
to [43] and [33]. Its roots can be traced back to the 1980s [114]. Branch and bound
techniques can be used to reduce the computation time by an order of magnitude
[35]. Smart extrapolation methods can be used to increase the accuracy of the
predictions [125]. Infeasible states, so called deadlocks, can be largely avoided, by
adding terminal weights and terminal constraints [15]. A deadlock resolution
strategy was proposed in [95]. Closed-loop and robust stability can be shown [37].

Application Examples
The algorithm described above was first proposed as model predictive direct
torque control (MPDTC) to address the DTC problem of medium-voltage induc-
tion motor drives. During the past few years, MPDTC has been extended into the
model predictive direct control family (MPDxC) with x 2 T;C;P;Bf g, repre-
senting the torque, current, power and balancing control problem, respectively.
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Fig. 13 Linear extrapolation of the torque and stator flux trajectories using the samples at time-
steps k and k þ 1. For each of the three switch positions uðkÞ the trajectories are extrapolated until
one of them hits a bound. a Electromagnetic torque. b Stator flux magnitude
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More specifically, model predictive direct torque (MPDTC) was proposed in
2005 [32, 43] as a successor of DTC, tested on a 2.5 MVA drive in 2007 [95] and
generalized in 2009 to arbitrary switching horizons [33]. At steady-state operating
conditions, MPDTC provides switching losses and current distortions similar to
the ones typically achieved by optimized pulse patterns [14], while during tran-
sients, its dynamic response is as fast as the one of DTC [34]. Model predictive
direct current control (MPDCC) is a derivative of MPDTC [36], while model
predictive direct power control (MPDPC) is the adaptation of MPDTC to grid-
connected converters [46, 114]. Model predictive direct balancing control
(MPDBC) is the most recent member of the family, being used to control the
internal voltages of multi-level converters [64].

A control approach similar to MPDTC can be also applied to dc-dc boost
converters. As shown in [60], the voltage control problem can be tackled with one
control loop, by adopting the concepts of enumeration, move blocking as well as
penalties on the tracking error and switching effort.

5 Conclusions

In this chapter, basic aspects and methods underlying model predictive control
have been discussed. To clarify the concepts, horizon-one controllers have been
analyzed in detail, including a derivation of the optimal solution and establishing
relationships to dead-beat controllers. For MPC formulations with longer horizons,
we have presented optimization algorithms, which allow one to implement long-
horizon MPC in practical applications in power electronics and drives.

The presentation in this chapter has been kept at a basic system-theoretic level
and illustrated on simple converter topologies. Some configurations like, e.g.,
Active-Front-End converters [98], require a more careful consideration of both
control theoretic tools and also physical system knowledge for the design of high-
performance model predictive controllers. Subsequent chapters in this book will
serve to illustrate the synergy required.
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Chapter 6
Application of Predictive Control
in Power Electronics: An AC-DC-AC
Converter System

José Rodríguez, Haitham Abu-Rub, Marcelo A. Perez
and Samir Kouro

Abstract This chapter presents an application of predictive control in power
electronics. The analyzed application is an energy conversion system from alter-
nate current (AC) to direct current (DC) and to alternate current (AC) again. This
example has been carefully selected because a number of predictive control
principles can be clearly explained using this topology and later expanded to a
wide variety of converter topologies. The chapter includes the mathematical
models an a clear presentation of the control strategies. The results show that the
use of predictive control introduces a conceptually different solution which allows
for the control of electrical energy without using pulse-width modulation and
linear controllers.

1 Introduction

After years of development, predictive control has found increasing acceptance,
particularly in the process industry [1], being considered as one of the major
advances during the last two decades in the field of control theory [2].
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Now, the scientific community is observing an increasing application of pre-
dictive control to control and transform electrical energy using power
semiconductors.

The main driving forces behind this development are:
The maturity of the control theory

The field of control theory has developed a firm theoretical basis that allows for
a good prediction of the behaviour for different physical systems with a high
degree of accuracy and certainty.
The existence of very good models in electrical engineering

In the field of electrical engineering there are very good mathematical models
to describe the behaviour of all variables of interest. By using these models it is
possible to predict very precisely the future behaviour of variables like voltage,
current, power, etc.

The same situation is valid for mechanical systems. In addition, the interaction
of electrical variables with mechanical variables is also very well known and
established trough the theory of electrical machine and drives [3].
The existence of powerful microprocessors

Microprocessors are the tool that allows the calculation of the variables pre-
diction. Today it is possible to find very powerful microprocessors in the market,
that can perform a large amount of calculations at very reduced cost. In addition,
these calculations can be fast enough to predict the behaviour of variables like
electrical currents or voltages in real time without affecting negatively the per-
formance of the system under control .
The attractive features of predictive control

The control community has already established several attractive features of
predictive control such as: it is easy to implement and simple to understand, it
works in an intuitive and logical way, it can deal very easily with non-linearities
and finally, it can easily include sophisticated and diverse control laws.
About the selected example

The major part of electrical energy is generated, transmitted, distributed and
finally consumed in the form of three-phase AC voltages and currents. For this
reason, the control and transformation of electrical energy from a three-phase
source with voltage at fixed amplitude and frequency to a three-phase load with
voltages of variable amplitude and frequency is a topic of high interest.

Figure 1 presents the main structure of an indirect conversion system. This
system includes the grid side converter which transforms the three-phase alternate
voltages of fixed frequency and amplitude into controlled direct voltage when a
capacitive DC link is used as shown in the figure. Machine side converter trans-
forms the DC voltage into three-phase alternate voltages of variable amplitude and
frequency.

This conversion system has a wide variety of applications in different pro-
ductive areas like:
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Energy Energy transmission, renewable energies (wind and photo-
voltaic), etc.

Transportation Trains, conveyor belts, electric trucks, cars, etc.
General industries Pumps, shovels, laminators, industrial robots, etc.

This converter system was carefully selected to present the predictive control
application due to its very general nature. In effect, the analysis, design procedures
and conclusions obtained from this converter can be easily extended and used in a
wide variety of different converter topologies.

2 The AC-DC-AC Conversion System

There are different ways to achieve the transformation from alternating current
into direct current and to alternating current again. In Figs. 2 and 3 two conversion
systems with diode and thyristor bridges respectively as grid side converter are
shown.

The grid side converter presented in Fig. 2 allows for power flow exclusively
from the AC source to the DC link, in consequence this converter system is
suitable for applications where the energy flows only from the three-phase source
to the three-phase load. If regenerative braking is required a DC–DC chopper with
a resistive load is added to the DC link. In spite of this restriction, this topology is
widely used in a number of industrial applications with unidirectional power flow:
fans, blowers, pumps, etc. Among its main characteristic are the simple and
reliable structure and the fixed, but not controllable, DC voltage. The main dis-
advantage is the high harmonic content of the input current requiring large input
filters or multi-pulse configurations to reduce current harmonics and comply with
standards. Additionally, although the fundamental component of the current is in
phase with the input voltage the distortion factor produced by the harmonic
content reduces the power factor.

Grid side
Converter
(Rectifier)

M

Three-phase grid

AC voltages 
with fixed amplitude 

and frequency

Capacitive 
DC link

DC voltage 
with fixed amplitude

Load side
Converter
(Inverter)

Three-phase load
(Motor)

AC voltages 
with controllable amplitude 

and frequency

Fig. 1 Basic structure of an AC-DC-AC power converter
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The topology presented in Fig. 3 uses two thyristor rectifiers in anti-parallel
connection at the grid side. The direct rectifier transfers energy from the three
phase-source to the load, while the reverse rectifier permits the flow of energy from
the load to the three-phase source, what is called regenerative operation. This
converter topology is suited for loads with regenerative capability such as shovels,
trucks, mills, downhill conveyors, etc. This topology is much more complex than
the diode bridge and is prone to failure during its operation, particularly in the
regenerative mode. The thyristor rectifier provides control over the DC voltage, but
the harmonic content is higher than diode bridge. The power factor is usually lower
than the diode bridge because the DC voltage control is performed changing the
firing angle and consequently modifying the angle between the current and voltage.

2.1 General Description of the Back-to-Back Converter

Although the two grid side topologies shown in the previous section have been
used for years in machine drives, a third alternative called back-to-back converter
has been increasing its industrial application. This converter has reduced input

M

Three-phase 
grid

DC link

Three-phase 
load

Diode 
rectifier

Braking 
Chopper Inverter

Fig. 2 Topologies for AC-DC-AC conversion: diode rectifier at the input

DC link
Direct

rectifier Inverter
Reverse
rectifier

M

Three-phase 
load

Three-phase 
grid

Fig. 3 Topologies for AC-DC-AC conversion: thyristor rectifier at the input

230 J. Rodríguez et al.



current harmonics, bidirectional power flow, operation with variable input power
factor and controllable DC voltage.

The back to back converter topology is shown in Fig. 4. The output stage is
composed, as usual, by a six fully controlled semiconductors arranged to form a
three phase bridge but, in this case, the rectifier has the same topology of the
inverter resulting in a completely symmetrical topology.

The inverter generates an output voltage whose fundamental component is
variable in frequency and amplitude. To provide this output voltage the inverter
assumes a regulated DC voltage. The rectifier must provide this regulated DC
voltage and take care of the input active and reactive power. The control system
must manage all these control objectives.

The predictive control of this back-to-back topology will be presented, analysed
and designed in this chapter.

2.2 Classical Control of Power Converters

There are several linear control methods to control the back-to-back converter
proposed in the literature, where usually the control of the inverter is considered
separately from the control of the rectifier. In this section some of the classical
methods to control back-to-back converters are reviewed.

2.2.1 Field Oriented Control

The inverter must control the output voltages and currents in terms of amplitude
and frequency. When the load is a machine the control objective is the flux and
torque and, usually in an external loop, the speed. One of the fundamental methods
to control machines is the flux oriented control. In this control scheme, the currents
are controlled in a rotating frame aligned with the flux. Therefore, the flux
amplitude and torque are decoupled and can be controlled independently by the
direct and quadrature current components.

Rectifier DC link Inverter

M

Three-phase 
load

Three-phase 
grid

Fig. 4 Back-to-back topology for AC-DC-AC conversion
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The dynamical equation of the stator of an electrical machine is

vs ¼ rsis þ
dws

dt
ð1Þ

The dynamical equation of the rotor of an squirrel cage induction machine is

0 ¼ rrir þ
dwr

dt
ð2Þ

The flux linkages are defined as

ws ¼ lsis þ lmir ð3Þ

wr ¼ lmis þ lrir ð4Þ

Expressing the rotor equation in terms of rotor flux and stator current and using
a rotating coordinate transformation, the rotor flux equations can be written as

rr

lr
lmid ¼

rr

lr
wrd � xrwrq þ

dwrd

dt
ð5Þ

Aligning this system with the rotor flux wrq ¼ 0, wrd ¼ Wr, the dynamical
equation of the rotor flux becomes

dWr

dt
þ rr

lr
Wr ¼

rr

lr
lmid ð6Þ

The electromagnetic torque can be expressed as

Te ¼
p

2
lm
lr

is � wr ð7Þ

Expressing the torque equation in the coordinate transformation

Te ¼
p

2
lm

lr
iqwrd � idwrq

ffl �
ð8Þ

Aligning this system to the rotor flux, the torque can be expressed as

Te ¼
p

2
lm

lr
Wriq ð9Þ

It is clear from expressions (6) and (9) that the flux amplitude can be controlled
by the direct component of the stator current id and, if the rotor flux dynamics is
considered slower than the current, the torque can be controlled by the quadrature
component iq of the same current. Figure 5 shows the FOC scheme where, after a
coordinate rotation, the direct and quadrature component of the stator currents are
controlled by two independent PI controllers. The reference of the torque (quad-
rature current component) is given by an external speed controller. The stator
voltage reference generated by the current controllers is transformed to the original
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coordinate system, then they are modulated and sent as gating signals to the
inverter. It can be noticed that an observer is required to obtain the angle for the
coordinate transformation.

There are two main pulse width modulation (PWM) schemes used in industrial
drives: the carrier based modulation and space vector modulation. The carrier
based modulation uses a high frequency triangular carrier which is compared to the
reference and directly generates the gating signals. The references must be in
three-phase coordinates and the frequency of the carrier defines the frequency of
the output harmonics. This modulation is very simple to implement both in ana-
logical or digital technology.

The space vector modulation uses a vector representation of the reference
voltage and the possible voltages generated by the converter. In each sample time
the reference voltage is synthesized by the three nearest vectors the inverter can
generate. The time in which each vector must be applied is calculated using
geometric relationships between these vectors. The gating signals are generated
combining the selected vector and the time each one must be applied in a given
sequence. This sequence can be arbitrary defined, for example, to reduce switching
frequency or to keep the symmetry of the pulse pattern. This modulation technique
is more complex than carried based modulation, requiring digital implementation,
but it brings better utilization factor and more control over the pulse pattern.

2.2.2 Direct Torque Control

Another well establish drive control method is direct torque control. This control
scheme uses the model of the rotor dynamics Eq. (2), but in this case the rotor
equation is expressed in terms of stator flux amplitudes as

rr
lsWr

lslr � l2
m

þ dWr

dt
¼ rr

lmWs

lslr � l2
m

ð10Þ

PI Inverter

PWM

abc

dq

PI
-

-
PI

-

Observer

abc

dq

Fig. 5 Classical control of inverters: field oriented control
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The torque can be expressed in terms of flux amplitudes as

Te ¼
p

2
lm

lslr � l2
m

WsWr sinðdÞ ð11Þ

From the previous expressions (10) and (11), the rotor flux amplitude can be
controlled by the stator flux amplitude and, considering that rotor flux has slower
dynamic than stator flux, the torque can be controlled by the angle of the stator flux
vector. From the stator equation, neglecting the stator losses, the stator flux can be
approximated in one sample time Ts by

Dws ffi vsTs ð12Þ

where vs is the voltage vector generated by the converter which can have only a
finite number a possibilities. Each one of these switching states will have a dif-
ferent effect in both, the amplitude and angle of the stator flux and, therefore,
generates a different combination of changes in rotor flux and torque. All these
combinations can be listed in a table and, depending on the errors in torque and
flux amplitude, and the angle of the rotor flux, they can be addressed to generate
the proper switching signals.

The complete scheme of DTC is shown in Fig. 6. To generate the errors of
torque and flux hysteresis controllers are used. It is worth to note that torque has a
double-band hysteresis block in order to minimize the torque ripple. The torque
reference, as well as FOC is generated by an external speed controller. The main
advantage of this scheme is that it does not require the parameters of the drive. Its
main drawback is the variable switching frequency. However, it is possible to keep
the switching frequency in a defined range by changing the width of the hysteresis
bands.

2.2.3 Voltage Oriented Control

The rectifier control schemes are closely related to the inverter control schemes.
The control must regulate the DC voltage adjusting the input current reference.
The active rectifier can provide independent active and reactive power, therefore,
this reference must be also modified to control the reactive power. The main
difference between the grid side and the load side converter is the operation at
constant frequency, which is fixed by the grid voltage.

The model of the grid side converter is

vg ¼ rsig þ Ls
dig

dt
þ vr ð13Þ

where vg is the grid voltage, ig is the grid current and vr is the rectifier voltage.
Using a coordinate transformation the dynamic model becomes
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vgd ¼ rsid þ Lsxsiq þ Ls
did
dt
þ vrd ð14Þ

vgq ¼ rsiq � Lsxsid þ Ls
diq
dt
þ vrq ð15Þ

Since the amplitude and frequency of the input voltage can be considered
constant, a compensation of the input voltage and the coupled terms can be added
as feed-forward terms, resulting

Ls
did

dt
þ rsid ¼ �vrd ð16Þ

Ls
diq
dt
þ rsiq ¼ �vrq ð17Þ

The instantaneous active and reactive power in the rotating frame can be written
as

ps ¼ vgdid þ vgqiq ð18Þ

qs ¼ vgdiq � vgqid ð19Þ

Considering the coordinate transformation aligned with the input voltage vgd ¼
Vg and vgq ¼ 0 these powers can be written

ps ¼ Vgid ð20Þ

qs ¼ Vgiq ð21Þ

Therefore, from the previous expressions, the active and reactive power can be
controlled by the direct and quadrature components of the grid current. This
control technique is called VOC and can be seen that is very similar to FOC, where
each current component controls one output variable - torque and flux in FOC and

Inverter
Look-up

Table

-

-
PI

-

Observer

Fig. 6 Classical control of inverters: direct torque control
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active and reactive power in VOC. The control scheme is shown in Fig. 7 and it
can be seen that two PI controllers manage the active and reactive power gener-
ating the rectifier voltage reference which is modulated using any of the previously
presented modulations schemes. The reference of reactive power can be adjusted
as required and the reference of the active power comes from an external PI
controller which manages the DC voltage.

It is possible to work with the integral value of the input voltage. This control
technique is called virtual flux and is equivalent to flux controllers in the machine
side. The main advantage of this method is the use of an estimator to obtain this
virtual flux, avoiding to measure the input voltages.

2.3 Direct Power Control

Considering the active and reactive power defined as

ps ¼ vT
g ig ð22Þ

qs ¼ vT
g Jig ð23Þ

where vT
g is the transpose of the source voltage vector and J is a matrix used to

calculate the cross product. Deriving these equations, replacing the model of the

current and considering balanced input voltages
dvT

g

dt ¼ �xvT
g J, gives

Ls
dps

dt
¼ �Lsxsv

T
g Jig þ vT

g vs � rsv
T
g ig � vT

g vr ð24Þ

Ls
dqs

dt
¼ Lsxsv

T
g ig � rsv

T
g Jig � vT

g Jvr ð25Þ
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Fig. 7 Classical control of rectifiers: voltage oriented control
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replacing with the definition of active and reactive power

Ls
dps

dt
þ rsps þ Lsxsqs ¼ vT

g vg � vT
g vr ð26Þ

Ls
dqs

dt
þ rsqs � Lsxsps ¼ �vT

g Jvr ð27Þ

Applying a compensation of the input voltage and coupled terms and writing in
terms of amplitudes gives

Ls
dps

dt
þ rsps ¼ �VgVr cosðdÞ ð28Þ

Ls
dqs

dt
þ rsqs ¼ �VgVr sin dð Þ ð29Þ

From the previous expressions it is possible to note that both active and reactive
power change depending on the angle between the input voltage and the rectifier
voltage. The rectifier can generate only a finite number of voltages, and each
voltage has a different effect on both powers. In this case, just like in DTC, it is
possible to store all the switching states in a table and, depending on the error in
active and reactive power, to apply the switching state that makes the power to
follow the references. This method is called Direct Power Control (DPC) [4] and is
very similar to DTC as shown in Fig. 8. The active and reactive power errors are
obtained by hysteresis blocks. The active power reference, as well as in VOC, is
obtained from an external DC voltage PI controller. An observer is required to
obtain the angle reference to perform the coordinate transformation.

3 Principle of Predictive Control in Power Electronics

Model predictive control has several advantages when it is applied in power
electronics applications. The well known models, the finite number of the con-
verter states and the flexibility of the cost function, make this control strategy very
well suited for power electronics.

In this section the predictive control principle, its algorithm and how to include
it into the converter control scheme will be explained.

3.1 The Basic Idea

The basic idea behind predictive control is to predict the behaviour of the complete
drive using a mathematical model of it. The predicted variables are calculated for
each one of the possible switching states of the converter and evaluated in a cost
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function which describes the control objectives. The switching state that minimize
this cost function is selected and applied to the converter in the next sample time.

Predictive control can be used to control inner variables such as currents,
directly replacing the linear or hysteresis controllers as shown in Fig. 9. In the next
sections this example will be developed and more advanced predictive control
schemes will be discussed.

3.2 Why Predictive Control is Suitable for Power Electronics

As stated in the introduction, predictive control has been already used in the
process industry. However its introduction to power electronics, although recent,
seems to have high impact. There are several reasons for this effect:
Established and well known models

The models in power electronics are basically electrical machines (induction,
synchronous, permanent magnets, etc.) whose physical models have been widely
studied. Other loads correspond to combinations of resistive, inductive and
capacitive elements.
Finite set of input variables

Power converters are composed by semiconductors operating in short-circuit
and open-circuit. Therefore, it always exists a finite number of possible combi-
nation of these switching states. This characteristic greatly simplifies the appli-
cation of predictive control because a direct evaluation is used instead of
continuous optimization.
Cost function definition

The cost function directly represents the control objective of the system, which
is usually to follow the currents, voltages, power, torque, flux or another reference.
However, additional aspects such as commutation losses, common mode voltages,
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PI
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Power
Calculation

Fig. 8 Classical control of rectifiers: direct power control
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switching frequency and others, can be included. Furthermore, non-linear opera-
tion, such as restrictions can be easily added.
Processing capability

New digital processors have increased their calculation capability to afford high
demanding tasks such as video processing. This huge calculation capability allows
the implementation of sophisticated control strategies such as predictive control,
without any negative effect on the performance.

3.3 Predictive Algorithm

The algorithm of predictive control is shown in Fig. 10. This algorithm is the same
in all the predictive control schemes, because if the plant changes only the model
must be adjusted, if the converter changes, just the switching states evaluation
must be adjusted and, if the control objective changes, only the cost function must
be modified accordingly.

Inverter
Cost function
minimization

PI
-

Predictive 
Model

(a)

Cost function
minimization

PI
-

Predictive 
Model

Rectifier

Load

(b)

Fig. 9 Model predictive control a Inverter, b Rectifier
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The algorithm starts with the measurements of variables at the beginning of the
sampling time. Then, if it necessary, delay compensation and observers to obtain
non measured variables are implemented. Once all the variables are available, the
model is evaluated for the first switching state. The predicted variables are used in
the cost function whose resulting value is kept if it is minimum or dropped if not.
The loop is repeated for all the switching states. Once all the switching states were
evaluated the optimal one is selected and applied to the load. This implementation
is well suited for processors that work sequentially. If the hardware is capable of
parallel processing, the model evaluation, cost function and minimization can be
performed in parallel.

4 Mathematical Models for Predictive Control

The majority of the models used in predictive control are based on physical
phenomena with well developed mathematical models. Among the variables used
in predictive control can be mentioned electrical and mechanical variables such as
electrical charges, magnetic fluxes, currents, voltages, power, torque, speed, heat
and temperature.

In this section, different models to control the back-to-back converter by means
of predictive algorithm will be presented.

Measurements

Observer and delay compensation

Variables prediction

Cost function evaluation

Minimization

Apply optimal state

j=1 to N

j=N

Fig. 10 Model Predictive
Control algorithm
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4.1 Load Side Model

From the stator Eq. (1), neglecting the derivative of the rotor current and using the
coordinate transformation, the dynamic equation of the stator current is given by

ls
dis
dt
þ rsis þ xlsJdqis ¼ vs ð30Þ

From the rotor flux expression, the dynamic behaviour of the rotor flux is

dWr

dt
þ rr

lr
Wr ¼

rr

lr
lmisd ð31Þ

and the torque is

Te ¼
p

2
lm
lr

Wrisq ð32Þ

Using a forward Euler discretization gives

isd k þ 1ð Þ ¼ 1� Ts
rs

ls

� �
isd kð Þ � Tsx kð Þisq kð Þ þ Ts

ls
vsd kð Þ ð33Þ

isqðk þ 1Þ ¼ 1� Ts
rs

ls

� �
isqðkÞ þ TsxðkÞisdðkÞ þ

Ts

ls
vsqðkÞ ð34Þ

Wrðk þ 1Þ ¼ 1� rr

lr
Ts

� �
WrðkÞ þ Ts

rr

lr
lmisdðk þ 1Þ ð35Þ

Teðk þ 1Þ ¼ p

2
lm
lr

Wrðk þ 1Þisqðk þ 1Þ ð36Þ

These four last discrete equations are used to model the complete drive. The
first two equations predict the stator current requiring the measurement of the
actual current. The third equation calculates the prediction of the rotor flux. It is
worth to note that this prediction requires an observer of the rotor flux. The last
equation is the evaluation of the torque prediction.

4.2 Grid Side Model

The active and reactive instantaneous power are calculated as

ps ¼ vT
g ig ð37Þ

qs ¼ vT
g Jig ð38Þ
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This calculation can be performed in three-phase stationary frame, as well as, in
the rotating frame. The matrix used to calculated the cross product must be
modified accordingly. The dynamic model of the current is

Ls
dig
dt
þ rsig ¼ vg �Msvdc ð39Þ

where M is a matrix used to calculate the common mode voltage generated by the
rectifier. Using a forward Euler discretization gives

igðk þ 1Þ ¼ 1� Ts
rs

Ls

� �
igðkÞ þ

Ts

Ls
vgðkÞ �MsðkÞvdc

ffl �
ð40Þ

psðk þ 1Þ ¼ vT
g ðkÞigðk þ 1Þ ð41Þ

qsðk þ 1Þ ¼ vT
g ðkÞJigðk þ 1Þ ð42Þ

From the first equation, the current prediction is calculated. The last two
equations calculate the predictions of the powers.

4.3 Power Converter Model

The converter structure will influence the calculation of the predictive algorithm
defining the switching states in which the model must be evaluated.

This is one of the most attractive characteristics of model predictive control
because, if in a given application the converter is changed, the model is still the
same but it must be now evaluated in the switching states the new converter
generates. No matter how complex the converter could be, always there will be a
finite number of switching states associated with it.

The back-to-back converter is composed by two three-phase two-level con-
verters which have the switching states given in the Table 1. From this table it is
possible to obtain the converter voltages applied to the AC side vra, vrb and vrc and
the converter current injected to the DC side ir The predictive models of load side
and grid side obtained in the previous sections must be evaluated at these
switching states.

5 Control Objectives

There are several control objectives in the back-to-back converter depending on
the control implementation. For example, if the predictive control is designed to
replace the linear controllers, current error minimization will be the control
objective. However, if the model of the torque and flux are directly included in the
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control strategy, then the control objective will be the error minimization of these
two variables. Moreover, if the speed is modelled, then the speed error and the
current-to-torque ratio must be minimized.

The cost function in predictive control can contain not only the main control
objective, but other operational aspects can be included. For example, to minimize
the common mode voltage, to reduce or to fix the switching frequency, to mini-
mize the losses, to reduce THD, etc., giving a high flexibility in this aspect.

In this section a comprehensive review of different control objectives applied in
the back to back converter are shown.

5.1 Machine Current Controllers

The simplest form to include predictive control in machine drives is to control the
stator currents. The model of currents is a first order model and, if no compen-
sation is required, it does not require observers. The cost function to reach this
control objective is

G ¼ id;pred � id;ref

ffl �2þ iq;pred � iq;ref

ffl �2 ð43Þ

where id;pred is the predicted value of id.

5.2 Torque and Flux Controllers

If predictive control is used to control the torque and flux, the cost function is

G ¼ Tpred � Tref

ffl �2þkw wpred � wref

ffi �2
ð44Þ

where kw is a weighting factor used to give relative importance to one of the error
terms. This weighting factor is a design parameter.

Table 1 Switching states of three-phase two-level converters

Switching
state

sa sb sc vra vrb vrc v0 ir

s0 0 0 0 0 0 0 v0 0
s1 0 0 1 0 0 vdc v1 isc

s2 0 1 0 0 vdc 0 v2 isb

s3 0 1 1 0 vdc vdc v3 isb ? isc

s4 1 0 0 vdc 0 0 v4 isa

s5 1 0 1 vdc 0 vdc v5 isa ? isc

s6 1 1 0 vdc vdc 0 v6 isa ? isb

s7 1 1 1 vdc vdc vdc v7 isa ? isb ? isc
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5.3 Grid Current Controllers

In the rectifier, just as the inverter, predictive control can be used to replace the
current controllers using the following cost function

G ¼ id;pred � id;ref

ffl �2þ iq;pred � iq;ref

ffl �2 ð45Þ

It can be noticed that this equation has the same structure of the machine
current controller cost function.

5.4 Direct Power Controllers

To control the instantaneous input active and reactive power the following cost
function can be used

G ¼ ps;pred � ps;ref

ffl �2þ qs;pred � qs;ref

ffl �2 ð46Þ

5.5 DC Voltage Controllers

The DC voltage can be also included in the predictive algorithm using the cost
function

G ¼ ps;pred � ps;ref

ffl �2þ qs;pred � qs;ref

ffl �2þkdc vdc;pred � vdc;ref

ffl �2 ð47Þ

In this expression the terms associated with the DC voltage and the active active
power are heavily related. Therefore, an internal algorithm to adjust the required
active power reference must be included [5].

5.6 Restrictions and Constraints

One of the aspects where predictive control shows its flexibility is in the inclusion
of non linear elements in it. For example, restrictions can be added simply by using
a logical function as

G ¼ klim id;pred [ ilim
ffl �

ð48Þ

The value of klim must be large enough to avoid the minimization algorithm to
select the state if it is higher than the limit.
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5.7 Advanced Control Objectives

In predictive control it is possible to include other operational issues which are not
directly related to the main control objective, but could improve another features.
This is possible due to the optimization stage in which no matter what the structure
is and the number of terms of the cost function, the algorithm always find the
optimum value.

For example, the common mode voltage can be minimized if a suitable model
of it is included and the respective term is added to the cost function [6] as

G ¼ vcm;pred

ffl �2 ð49Þ

with

vcm;pred ¼
vsa þ vsb þ vsc

3
ð50Þ

Also the switching frequency can be controlled using [7] the following term in
the cost function

G ¼ ide;pred

ffl �2þ iqe;pred

ffl �2 ð51Þ

where ide;pred and iqe;pred are the filtered value of the currents.
Finally, it is possible to add to the cost function a term related with the total

harmonic distortion, eliminating or mitigating the harmonic content [8].

G ¼
XN

i¼0

kiSDFT vs;pred � vs;ref

ffl ��� �� ð52Þ

where the function SDFT() is the Sliding Discrete Fourier Transform, calculated
for each one of the harmonics that will be minimized. It is important to note that
the harmonics are not simply minimized, but they are assigned with a fixed value.
In this way the switching frequency is not heavily increased and the converter still
comply with harmonics regulations.

5.8 Predictive Control Results

The results of a back-to-back system with an inverter using Predictive Torque
Control and a rectifier using Predictive Power Control are shown in Fig. 11. The
initial condition of the inverter is a speed reference of 1,500 RPM with a nominal
torque ofþ100 Nm and a nominal output frequency of 50 Hz. At t ¼ 0:05 s the speed
reference is changed from 1,500 to �1; 500 RPM. The PI controller generates a
negative reference torque which is saturated at�220 Nm. At t ¼ 0:25 s the speed is
completely reversed and the torque is set at�100 Nm. During the complete operation

6 Application of Predictive Control in Power Electronics 245



the flux is kept constant. The DC voltage has small disturbances when the speed
change starts and ends however it is kept fixed at its reference value of 700 V. The
rectifier delivers initiallyþ25 kW nominal at unity power factor. At t ¼ 0:05 , when
the machine is breaking, the power is reversed reaching a peak of�50 kW. When the
machine is accelerated in the reverse direction, the power reach a positive peak of
þ50 kW. When the reversal speed is set the power is set again at theþ25 kW. During
the entire operation the reactive power reference is zero keeping the current in phase
with the voltage. At t ¼ 0:295 s the reactive power reference is set at �25 kVAr

Fig. 11 Model predictive control of the inverter and the rectifier
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displacing the current in a lagging angle. At t ¼ 0:335 s the reactive power reference
is changed toþ25 kVAr and the current is accordingly displaced to a leading angle.

6 Digital Implementation

Digital processors are used for control purposes from the early 1980s where the
digital signal processors (DSP) and field programmable gate array (FPGA) appear.
Their capabilities also includes analogical to digital signal conversion, digital filter
implementation, sequential and parallel processing making use of an ever increasing
number of mathematical and logical functions. In industrial power electronics con-
verters, digital controllers are steadily used from the 1990s. They are in charge of
tasks such as handling of signal acquisition, carrier generation and modulation,
filtering and control algorithm implementation. The control algorithm includes PI
controller, observers and estimators which are usually digital implementations of
their linear counterpart. Nowadays, digital processors are designed to develop intense
calculation tasks, such as, audio, image and video processing. Therefore, there exists
a large processing capability gap between processor calculation capability and the
requirements of power electronics applications. This increasing processing capa-
bility has pushed the development and implementation of more complex controller
structures, such as fuzzy logic, genetic algorithms and model predictive control.

6.1 Delay Time Compensation

From the algorithm description it is clear that the optimization is performed with
the variables measured in time k, but the controller sends the gating signal at time
k þ 1. This can be neglected when the dynamics of the variables are slower
compared to the sample time. Unfortunately, electric variables such as currents
and voltages are fast compared to the currently available processors, therefore a
compensation of the time delay must be included.

This delay compensation consists on making an estimation of the predicted
variables at the next sample time k þ 1 using the switching state applied in that
moment. With these estimated values the prediction is now evaluated in time
k þ 2, therefore, the optimization will give a result valid for the time in which it
will be applied [9].

6.2 Forward Prediction

It is possible to perform the prediction of the states using an extended prediction
horizon in order to improve the dynamic response, but more important to improve
the steady state response, in particular the steady state error [10].

6 Application of Predictive Control in Power Electronics 247



7 Conclusions

The advances in modern control theory and in microprocessors have made it
possible to apply MPC in power electronics and drives in a natural and simple way.
The results shown in this chapter demonstrate that, in principle, MPC allows for
high quality control of AC-DC-AC converters. This method shows a behaviour
similar to well established linear controllers. However, there are a number of
aspects that must be clarified in the near future in order to bring MPC to industrial
application in drives. First, a rigorous comparison with the existing techniques must
be done in order to assess the possible advantages of MPC in terms of performance
and simplicity. In addition, the design procedure for MPC must be improved to a
more simple and systematic form, as other standard control strategies typically are.
In particular, a simpler and more systematic procedure must be found to calculate
the weighting factors used in the cost functions. With the research results obtained
so far, MPC has proved to be a modern, attractive and competitive alternative for
the control of electrical energy using power semiconductors.
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Chapter 7
Application of the Long-Horizon
Predictive Control to the Drive System
with Elastic Joint

Krzysztof Szabat, Piotr Serkies and Teresa Orłowska-Kowalska

Abstract In the paper a robust Model Predictive Control structure for speed
regulation of a drive system with an elastic transmission is proposed. A method-
ology for robust design based on suitable selection of the explicit form of MPC
which enables the drive’s safety and physical limitations to be directly incorpo-
rated into control synthesis is presented. The simulation results show that the
controller is very effective in regulating load speed for a wide-range of the changes
of the load side inertia. The simulation studies are confirmed through a variety of
experimental tests.

1 Introduction

Torsional vibrations are evident in many industrial drive systems: starting from
traditional rolling-mill drives, conveyer bell drives, machines for paper and textile
industry, deep space antenna drives, the wind-mill generator and modern servo
drives and robotic applications (including space robots) [1–11, 12]. The flexible
modes affect the performances of the drive, and in some situations can even lead to
the failure of the entire drive system. There are many control structures designated
for drive systems with an elastic coupling. Structures with the simplest PI/PID
controllers, systems with additional feedback(s) from the internal state variable(s),
Resonance Ratio Control, state controller structures, sliding-mode, fuzzy logic,
adaptive control and model predictive control structure and many more have been
successfully used [1–11, 12].

Recently, the MPC control techniques have attracted a lot of attention [13–19].
The MPC algorithm adapts to the current operation point of the process generating
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e-mail: krzysztof.szabat@pwr.wroc.pl

T. Orłowska-Kowalska et al. (eds.), Advanced and Intelligent Control
in Power Electronics and Drives, Studies in Computational Intelligence 531,
DOI: 10.1007/978-3-319-03401-0_7, � Springer International Publishing Switzerland 2014

249



an optimal control signal. The biggest advantage of the model predictive control
strategy is that the physical and safety constraints of the drive can be directly and
systematically incorporated into the control problem formulation so that future
constraint violations are anticipated and prevented. There are two common ways
of implementation of MPC algorithms. The direct framework relies on the on-line
solving of optimization problems. This strategy can be computationally intensive
for systems with fast sampling requirements, especially for a relatively long pre-
diction horizon. In another possible approach optimization problems are solved
off-line using multi-parametric programming. Since the controller in its explicit
form is defined as a piecewise affine function of the initial state, the implemen-
tation can be performed via a simple look up table without the complex and
computationally demanding numerical optimization [14–19].

The state-of-the-art of currently employed predictive control methods in power
electronics and motion control sector is given in [19]. In general they can be
divided into two groups: short- and long- horizon MPC [19–26]. The first
framework is much less complicated, as the prediction horizon is set to be between
1 or 3 samples. This reduces the calculation complexity significantly, yet it
decreases the performance of the controller. It is usually applied in power elec-
tronics and sometimes in motion control. The long-horizon MPC is more useful in
speed and position control of the drive as shown in [26, 26]. In this case, the
suitable dynamic and constrain fulfillment is ensured.

The main contribution of this chapter is designing and real-time validation of an
explicit model predictive controller for an uncertain two-mass elastic drive system.
The explicit version of the MPC algorithm is used in the chapter. The chapter is
divided into seven sections. After a short introduction the mathematical model of
the drive is presented. Then the MPC algorithm in its explicit form is described in
detail. Next the optimization procedure based on genetic and pattern search
algorithms is presented. In the fourth section Kalman Filter used in the control
structure to reconstruct of the plant states and parameters is described. Next the
results concerning the chapter goal are presented. The chapter ends with some
concluding remarks.

2 Mathematical Model of the Drive and the Control
Structure

Usually multi-mass models are used to analyze the performance of a drives with a
flexible load. A more complicated model allows obtaining better accuracy of the
calculation, but it increases the computational complexity. The right choice of the
model order is especially important in sensor less drives, where special estimation
methods have to be applied so as to reconstruct the non-measurable state variables.
For this reason, the influence of an additional degree of freedom on the drive system
dynamics is usually neglected and the simplest two-mass system model is considered.
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where: x1—motor speed, x2—load speed, me—electromagnetic torque, ms—
shaft—torque, mL—load torque, T1—mechanical time constant of the motor, T2—
mechanical time constant of the load machine, Tc—stiffness time constant.

The resonant and antiresonant frequency of the two-mass system are defined as
follows:

fr ¼
1

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tc

T1 þ T2

T1T2

r
ð2Þ

far ¼
1
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ffiffiffiffiffi
Tc

T2

r
ð3Þ

The considered control structure with MPC controller is shown in Fig. 1. The
proposed control structure consists of the two main loops: inner (electromagnetic
torque control) and outer (speed) loop.

The electromagnetic torque control loop consists the torque controller (usually
PI), power converter, electromagnetic part of the motor and the current sensor. The
parameters of the torque controller are selected to ensure the suitable fast torque
regulation, usually with the help of the modulus criteria. The transfer function of
the torque controller compensates the delay caused by electromagnetic part of the
motor. The final delay of the optimized loop results mainly from the power con-
verter and in the study is smaller than 2 ms.

The speed control loop consists of an MPC controller in explicit form, opti-
mized electromagnetic torque control loop, mechanical part of the drive, speed
sensor and nonlinear Kalman Filter (KF). The estimated states of the system are
used by the MPC controller. The parameters T2 is only used to update the matrices
of KF. The exact description of the MPC controller and KF are presented in the
subsequent sections.

Fig. 1 Block diagram of the considered control structure
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3 Design of the Proposed Predictive Controller

In model predictive control, an explicit model of the plant is used to predict the
effect of future actions of the manipulated variables on the process output. In
recent literature, the following linear discrete-time state-space model is predom-
inantly employed [14]:

xðt þ 1Þ ¼ AxðtÞ þ BuðtÞ
yðtÞ ¼ CxðtÞ

ð4Þ

where x(t) [ <n, u(t) [ <m, y(t) [ <p are the state, input and output variables,
respectively, and A [ <n9n, B [ < n9m C [ < p9n are known time-invariant system
matrices.

The system variables in (x) are subject to the following constraints

u kð ÞeU :¼ u umin� u kð Þuj umaxjf g
y kð ÞeY :¼ y ymin� y kð Þyj ymaxjf g

ð5Þ

for all k C 0. Here, the set U in a convex, compact subset of <m and Y is a convex,
closed subset of<p, each set containing the equilibrium point of (5) in its interior. The
control input bounds umin and umax arise naturally from physical restrictions of
control actuators, whereas the output constraints ymin and ymax may be introduced due
to safety concerns, environmental regulations or various consumer specifications.

System performance (whether predicted or actual) will be assessed through the
cost function

min
uT

0 ; . . .; uT
Nc�1

XNp

i¼0

yT
kþijkQykþijk þ

XNc�1

i¼0

uT
kþijkRukþijk

( )
ð6Þ

where Q C and R [ 0 denote the weighing matrices and Np and Nc are the pre-
diction and control horizons, respectively.

The implementation of the MPC controller amounts to solving problem (6) on-
line for a given x0 in a receding horizon fashion. This means that, at time k, only
the first element uffi0 of the optimal input sequence is applied to the plant and the
actions uffi1; . . .; uffiNc�1 are discarded. At the next time step the whole procedure is
repeated for the new measured or estimated output y kþ 1ð Þ [13–14]. This strategy
can be computationally intensive for systems with fast sampling requirements thus
greatly limiting the scope of applicability to systems with relatively slow
dynamics. Therefore, an on-line MPC is not used in the presented study.

Alternatively, rather than using the initial state x0 to ‘‘update’’ the optimization
problem (5) at each time k, the idea is to treat the state vector as a parameter vector
and then solve problem (6) off-line for all realizations of x0 within a predefined set
of states using multi-parametric programming [16–21]. In this strategy, the
parameter space is subdivided into characteristic regions where the optimizer is
given as an explicit piecewise affine (PWA) function of the parameters:
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uffi0 x0ð Þ ¼ Krx0 þ gr; 8x 2 Pr ð7Þ

where Pr are polyhedral sets defined as

Pr ¼ x 2 <njHrx� drf g; r ¼ 1; . . .Nr ð8Þ

Here Nr [ 0 represents the total number of polyhedral regions in the partition.
The main advantage of this approach is that the optimal input uffi0 for a given initial
state x0 can be obtained by evaluating a PWA function in the control unit thus
greatly simplifying the controller implementation process as numerical optimi-
zation is no longer required [16–21].

The vector y (6) is defined as follows:

y1 ¼ x1 � xref

� �
ð9aÞ

y2 ¼ ms � mLð Þ ð9bÞ

y3 ¼ x2 � xref

� �
ð9cÞ

Vector y defined in such a way brings about the minimization of the difference
between the motor (9a), the load (9c) and the reference model. The impact of the
load torque to the drive system is reduced by (9b).

In the considered problem the MPC controller requires information about the
evolution of the load torque and the reference signal xref . Since their future
behaviour is usually unknown, the following assumption is made:

dmLðtÞ
dt

¼ 0 ð10aÞ

dxref

dt
¼ 0 ð10bÞ

For the purpose of computing the explicit MPC control law and to guarantee
offset-free control, the basic drive system model (1) needs to be augmented with
additional state variables which take into account the effect of the load disturbance
mL and the reference speed xref . This can be achieved by defining the following
augmented model:

d
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where:

x ¼ x1 x2 ms mL xref½ �T ð11bÞ
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and A, Bc and Bd are the state-space matrices describing the original drive system
model. The weighting matrices Q and R have the following sizes: dim(Q) = 3,
dim (R) = 1.

The matix Q is defined as follows:

Q ¼
q11 0 0
0 q22 0
0 0 q33

2

4

3

5 ð12Þ

While the primary goal of the MPC controller is to provide a good load speed
tracking performance, the control system must respect the physical and safety
limitations of the electrical drive variables during operation. For the drive in
question, the following constraints are considered: electromagnetic torque and
shaft torque constrains:

�3�me� 3 ð13aÞ

�2�ms� 2 ð13bÞ

Constraints (13) incorporate the physical limits of the drive power converter
and are introduced in order to ensure that the produced motor torque (13a) does not
exceed its maximum permissible value. The shaft torque constraint in (13b), which
places a limit on the admissible shaft twists that are likely to occur during the drive
transients, is critical for the drive safety and its long-term reliable operation. While
in principle the maximum torsional stress values undertaken by a shaft must be
considerably smaller than the yielded stress limit of the material, in practice, the
shaft should never be exposed to stresses exceeding the metal fatigue point (in case
of cycling loading) in order to maximize the lifetime of the drive system.

Taking into account the abovementioned equation, the control problem can be
defined as follows:

min
uT

0 ; . . .; uT
Nc�1

PNp

p ¼ 1

q11 x1 pð Þ � xref pð Þ
� �2þ

q22 x2 pð Þ � xref pð Þ
� �2þ
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0

BB@
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PNu�1
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R � me kð Þ2
ffi �

8
>><

>>:

9
>>=

>>;

mej j �mmax
e

msj j �mmax
s

ð14Þ

The state and control prediction horizon are set to Np = 10, Nu = 2
respectively.

The values of Q matrix define the dynamic properties of the system. The main
subject of the work is to obtain the same shape of the load speed when of the
mechanical time constant of the load machine changes. At the same time oscil-
lations cannot appear in the transients of the system variables. The cost function
used in the optimization algorithm is as follows:
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F ¼ min
q11; q22; q33;R

Y3

i¼1

fi e1; e2;K1;K2ð Þð Þ � f4 e3ð Þ
" #

ð15Þ

where: e1—tracking error of motor speed x1, e2—tracking error of load speed x2,
K1—penalty coefficient for exceeds of the limit of the shaft torque, K2—penalty
coefficient for overshoot in the load speed, e3—coefficient in the cost function
responsible for minimization of the tracking error of the speed for the systems with
a different value of the parameter T2.

The factors of the cost function can be expressed as follows:
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Penalty coefficient K1 and K2 are defined as:

K1 ¼
0) when ms�mmax

s
k1 � ms � mmax

s

� �
) when ms [ mmax

s

	

K2 ¼
0) when x2�xref

k2 � x2 � xref
� �

) when x2 [ xref

	 ð17Þ

where k1 and k2 are positive defined numbers.
The dynamics of the reference value is described by the second order term:

G ¼ x2
r

s2 þ 21xrsþ x2
r

ð18Þ

where xo is a reference frequency and the 1 is the damping coefficient of the
reference model.
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4 Nonlinear Extended Kalman Filter

In the presence of the time-varying load machine inertia T2, there is a need to
extend the two-mass system state vector (1) with the additional element 1/T2 and
non-measurable load torque mL [12]:

xR tð Þ ¼ x1 tð Þ x2 tð Þ ms tð Þ mL tð Þ 1
T2

tð Þ

 �T

: ð19Þ

The extended, nonlinear state and output equations can be written in the fol-
lowing form:

d

dt
xR tð Þ ¼ AR

1
T2

tð Þ
� 


xR tð Þ þ BR u tð Þ þ w tð Þ ¼ fR xR tð Þ; u tð Þð Þ þ w tð Þ ð20aÞ

yR tð Þ ¼ CRxR tð Þ þ vðtÞ ð20bÞ

where the matrices of the system are defined as follows (in [p.u.]):

AR
1
T2

tð Þ
� 


¼

0 0 �1
T1

0 0
0 0 1

T2
tð Þ �1

T2
tð Þ 0

1
Tc

�1
Tc

0 0 0
0 0 0 0 0
0 0 0 0 0

2
66664

3
77775
;BR ¼

1
T1

0
0
0
0

2
66664

3
77775
;CR ¼

1
0
0
0
0

2
66664

3
77775

T

ð21Þ

and w(t), v(t)—represent process and measurement errors (Gaussian white noise),
according to the Kalman Filter (KF) theory.

Matrix AR depends on the changeable parameter T2. It means that in every
calculation step this matrix must be updated due to the estimated value of T2. The
input and the output vectors of the drive system (and NEKF) are electromagnetic
torque and motor speed, respectively:

u ¼ me; y ¼ x1 ð22Þ

After the discretization of Eq. (8) with Tp sampling step, the state estimation
using Nonlinear Extended Kalman Filter (NEKF) algorithm is calculated (23):

x̂R k þ 1=k þ 1ð Þ ¼ x̂R k þ 1=kð Þ þK k þ 1ð Þ yR k þ 1ð Þ � CR k þ 1ð Þx̂R k þ 1=kð Þ½ �
ð23Þ

where the gain matrix K is obtained by the suitable numerical procedure. In the
first step the estimation of the filter covariance matrix is calculated:

P k þ 1=kð Þ ¼ FR kð ÞP kð ÞFT
R kð Þ þQKF kð Þ ð24Þ
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where:

FR kð Þ ¼ ofR xR k=kð Þ; u kð Þ; kð Þ
oxP k=kð Þ

����
xR ¼ x̂R k=kð Þ

ð25Þ

and QKF is a state noise covariance matrix.
FR is the state matrix of the nonlinear dynamical system after its linearization in

the actual operating point, which must be updated in every calculation step:

FR kð Þ ¼

1 0 �1
T1

Tp 0 0
0 1 1

T2
kð ÞTp

�1
T2

kð ÞTp Tp ms kð Þ � mL kð Þð Þ
1
Tc

Tp
�1
Tc

Tp 1 0 0
0 0 0 1 0
0 0 0 0 1

2

66664

3

77775
ð26Þ

The filter gain matrix K of the NEKF and the update of the covariance matrix of
the state estimation error P are calculated using the following Eq. (27):

K k þ 1ð Þ ¼ P k þ 1=kð ÞCT
R k þ 1ð Þ CR k þ 1ð ÞP k þ 1=kð ÞCT

R k þ 1ð Þ þ RKF kð Þ
� ��1

P k þ 1=k þ 1ð Þ ¼ I�K k þ 1ð ÞCR k þ 1ð Þ½ �P k þ 1=kð Þ; ð27Þ

where: QKF and RKF—are the covariance matrix.
It should be emphasized that the estimated value of T2 is used only to update the

state matrix of KF. This ensure the good estimation accuracy of the original state
vector of the system which is crucial for proper work of the proposed control
structure. Due to the explicit form of the MPC algorithm it is not possible to used
estimate the value of T2 to change the controller gain. Despite this, the control
structure has good dynamic properties which is shown in the next session.

5 Results of the Optimization

Due to the complexity of the cost function (15), in order to select optimal values of
the Q and R matrices, the hybrid optimization procedure ais applied. First the
genetic algorithm (GA) is utilized. Then the pattern search optimization procedure
is used taking for the starting point the values selected by GA.

The optimization procedure can be implemented in two ways. The first meth-
odology assures that the state vector of the system is directly accessible. It means
that the dynamics of the KF is neglected. In the second approach the complete
system is analyzed, including the dynamics of the KF.

Firstly, the optimization procedure for the simplify control structure (without
KF) is done. The characteristic values of the optimization procedure are presented
in Fig. 2: mean and the best individual in GA (a, d, g), value of the pattern search
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algorithm (b, e, h) and final points (c, f, i). The resonant frequency of the reference
model is set to 15 s-1. As can be concluded from Fig. 2c, the coefficient q33

responsible for minimization the difference between the load and reference speed
has the biggest value. The same procedure is repeated for the resonant frequency
xr = 25 s-1 and similar, as previously, values are obtained.

Next, the optimization procedure is done for the complete model of the system
including KF. The characteristic values of the system are presented in Fig. 2d–i for
the following values of the resonant frequency of the reference model:
xr = 15 s-1 (Fig. 2d–f) and xr = 15 s-1 (Fig. 2g–i). As can be seen from the
obtained results, the optimal values of the coefficients are different than in the first
approach and they depend on the set resonant frequency xr. For the smaller value
of the resonant frequency the coefficient q11 has predominant values. Increasing
the values of xr results in the increase of the rest coefficients. The value q33 goes
up the most. In Fig. 3a the selected fragments of the x1 - ms controller regions
are presented. The graph of the cost function (15) plots for the change of the motor
speed versus shaft torque (the rest of the variables are keep constant) is demon-
strated in Fig. 3b. It can be concluded that this relationship has one global
minimum.

Fig. 2 Selected values of the optimization procedure: best and mean values for the GA (a, d, g),
fitness function for the pattern search procedure (b, e, h) and selected values (c, f, i) for the
system with direct feedbacks from state variables (a–c), system with KF for xr = 15 s-1 (d–
f) and system with KF for xr = 25 s-1 (g–i)
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6 Results

The parameters of the simulated and real control structure are as follows. The
sampling time of the optimized torque control loop is set to 100 ls, the estimator is
working with the sampling and the predictive controller with 500 ls. The pre-
diction and the control horizon of the predictive controller have been set to
Nu = 2, Np = 10 samples. In the simulation study the electromagnetic torque and
the motor speed (there are only two measured signals) has been disrupted by
additional noises.

At the beginning the performance of the control system is evaluated through the
simulation study. The transients of the system states are presented in Fig. 4:
electromagnetic, shaft and load torques (a), motor, load and reference speeds
motor torques (b) and enlarged error between the reference and load speeds (c).
The drive system starts with the nominal value of the time constant of the load
machine T2 = 203 ms. Then, at time t = 8, 16 and 24 s, the time constant of the
load machine T2 varied rapidly to the values 101, 406 and 609 ms respectively.
The nominal load torque is switched on at the times 3, 11, 19 and 27 s. After one
second it is switched off.

As it can be concluded from the transients presented in Fig. 4, the system is
working correctly. The load speed follows the reference signal without noticeable
errors (Fig. 4a) through the first 20 s of work. The remarkable tracking error is
evident during reversal in the last 10 s of the system work. It results from the
limitation of the control signal (electromagnetic torque). It should be stressed that
for the smaller value of the reference speed the system follows the reference value
accurately. Despite the variation of the time constant of the load machine, the
constrains of the system are not validated. The maximal value of the shaft torque is
keep in set interval \-2, 2[. The enlarged values of the errors between the system
speed and reference model is presented in Fig. 4c. Also the electromagnetic torque
does not exceed its limit.

Then the performance of the control structure is examined through experi-
mental tests. The laboratory set-up is composed of a 0.5 kW DC motor driven by a
static converter. The motor is coupled to a load machine by an elastic shaft (a steel
shaft of 5 mm diameter and 600 mm length). The speed and position of the driven

Fig. 3 Explicit MPC controller: a fragment of the controller polyhedral regions (a), cost function
(15) in dependence of the motor speed and shaft torque (b)
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and loading motors have been measured by incremental encoders (36,000 pulses
per rotation). The control and estimation algorithms are implemented in a digital
signal processor using the dSPACE 1103 control hardware. The implementation of
the explicit MPC control law involves evaluation of a PWA function at each
sampling instant in the control unit. This process requires the storage of all
polyhedral regions and the associated affine control laws.

Firstly, the drive working in the low speed region is examined. The system is
tested for the two resonant frequency of the reference model xr = 15 s-1 (Fig. 5)
and xr = 25 s-1 (Fig. 6). At the time t = 0 s the system starts to the reference
speed xref = 0.25. Then at the time t2 = 0.5 s and t3 = 1.5 s the nominal load
torque is switched on and off, respectively. Then at the time t4 = 2 s the reference
speed is changing to contrary the value xref = -0.25. The cycle of work is
repeated after 4 s. This test is done for the system with three values of the time
constant of the load machines approximately T2 = 200, 400 and 600 ms. As can
be concluded form presented transients, the robust control structure is working
correctly. Despite the different values of T2, the load speed transients have almost
similar shapes (Figs. 5a and 6a.). The electromagnetic and shaft torques are far
below its set limits—so the constrains are not validated. The increase of T2 results
in the bigger value of the torques during transients which is clearly visible in
Figs. 5b, d and 6b, d. In every case the KF starts with misidentified time constant
of T2. Then, as can be concluded from Figs. 5e and 6e, KF identifies the correct

Fig. 4 Simulation transients for xr = 15 s-1: (a) electromagentic, shaft and load torques
transients (b) module of the error between the load and reference signal (c)
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value of the T2 after the start-up with small errors. These errors increase its value
after next reversal.

Next the performance of the system for the nominal reference value is exam-
ined. For this condition the system is working within the limit values of the
electromagnetic and shaft torque. The selected transients of the system variables
are shown in Fig. 7.

Fig. 5 Experimental transients for the xr = 0.25 and the resonant frequency of the reference
model 15 s-1: a load speed, b electromagnetic torque, c motor speed, d shaft torque, e estimate
time constant of the load machine, f error between the load and reference speed
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As can be expected, due to the limitation of the control signal, the speed
transients are different from each other. However, the shaft torque is kept within
the set limit (Fig. 7c, d). The control structure is working correctly.

Fig. 6 Experimental transients for the xr = 0.25 and the resonant frequency of the reference
model 25 s-1: a load speed, b electromagnetic torque, c motor speed, d shaft torque, e estimate
time constant of the load machine, f error between the load and reference speed
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7 Conclusion

In the chapter some issues related to the application of the MPC in the position
control structure for the drive system with an elastic joint are presented. The
following remarks can be formulated on the basis of the presented study:

• It is possible to implement in practice the MPC strategy with the help of the
multiparametric programming. This enables implementation of the MPC con-
troller on a standard microprocessor.

• The robust response of the speed can be obtained through suitable selections of
the values of the MPC Q and R matrices.

• The constraints of the system state variables are not validated under nominal and
changed parameters.

Fig. 7 Experimental transients for the nominal speed of the system for the resonant frequency of
the reference 15 s-1 (a, c, e) and 25 s-1 (b, d, f), load speed (a, b), shaft torque (c, d) active
region (e, f) for different values of the time constant T2
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• The performance of the system depends on the quality of the estimation states.
Therefore, the nonlinear KF which estimates the state and the time constant of
the load machine is applied.

• The estimated value of T2 is used only to update the matrices of the KF. It can
not change the parameters of the MPC controller in explicit form.

• The system correctly works for very small as well as big values of the reference
speed.

Acknowledgements This work has been founded by Polish National Science Centre under
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Chapter 8
Adaptive Neurocontrollers for Drive
Systems: Basic Concepts, Theory
and Applications

Teresa Orłowska-Kowalska and Marcin Kamiński

Abstract In this chapter basic principles of neurocontrol are revised and discussed
from the point of view of applications in converter-fed drive systems. The main
neural network structures used as neural controllers are presented and classified into
two groups: off-line and on-line trained controllers. From the point of view of drive
system uncertainties, caused by simplifying assumptions under mathematical
model formulation, errors in drive parameters identification and changes of the
models and their parameters under different operation conditions, on-line adaptive
neural controllers are proposed. Various neural structures and their on-line training
methods are discussed. The chosen neurocontrollers were verified in simulation and
experimental tests for converter-fed drives with rigid and resilient mechanical
connections between the driving motor and loading machine.

1 Introduction

In the last few decades there has been a significant evolution of traditional control
techniques in parallel with the appearance of modern tools associated with arti-
ficial intelligence. It should be noticed that most of classical model-based control
methods, including nonlinear ones, require the knowledge of the controlled system
by means of set of algebraic and differential equations, which relate inputs and
outputs analytically. Moreover, complete mathematical models describing the
systems are often very complex and their parameters need to be known. In real
applications some parameters may be hard to measure or their identification is very
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complicated. In order to overcome these problems, it is beneficial to use artificial
intelligence techniques, such as neural networks, fuzzy logic and genetic algo-
rithms [1, 2], which do not need the controlled system models and use expert
knowledge or experimental data for controller training.

Artificial neural networks (NN), are models with structure and mode of data
processing based on human nerve cells. The history of NN theory is not new, the
theory (neural models and training algorithms) has been gradually evolving since
the 1950s. Possibility of data approximation, learning and generalization ability,
robustness, parallel processing, belong to the main NN features, which determined
their wide application to control of dynamical plants. The development of modern
digital computer as well as programmable electronic elements force hardware
implementations of neural networks during the last two decades. Thus nowadays,
the number of industrial applications of neural models is increasing, also in power
electronics and electrical drives—for control, identification, state estimation and
diagnostics [1, 3].

This chapter is focused on the on-line trained NN application in electrical
drives, however, off-line solutions are also described shortly. After a short intro-
duction, the general control structure of the AC motor drive is discussed and
control issues generated by the drive system uncertainties and nonlinearities,
including nonlinearities caused by complex mechanical connection between
driving motor and loading machine are presented. Next an overview of the
application of NN-based controllers in electrical drives, chosen neural network
structures and their training algorithms are described. Then the results of simu-
lations and experimental tests are shown for the drive systems with rigid and
resilient connections between the driving motor and loading machine. Some issues
connected with practical implementation of NN controllers are presented in the
last part of this chapter.

2 Main Control Concepts for Uncertain Electrical Drives

The AC machines, like induction motors (IM) and permanent magnet synchronous
motors (PMSM) are actually the most commonly used systems in electrical drives
in many industrial processes and applications. Especially the IM, which is a low
cost, versatile and maintenance-free motor, and due to its torque-speed charac-
teristic and relatively high starting torque it is widely used in simple drives of
pumps, compressors and fans. However, when the IM fed by an inverter is con-
trolled using vector methods, like field-oriented (FOC) or direct torque control
(DTC), it can be also applied in high-performance applications like cranes, ele-
vators, rolling mills, electric and hybrid vehicles, machine tools, spindles, servo
drives, etc., similarly to PMSM, which has the advantages of high efficiency (no
rotor loss), high reliability, and high torque/power density. Vector control provides
excellent dynamic torque and speed response and is suitable for applications which
require precise acceleration and breaking, including operation at high speed.
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The most popular vector control method for the IM is based on rotor field
orientation [4, 5]. In this control, stator current is oriented towards the rotor flux
vector, rotating with a synchronous reference frame, and thus its real component is
responsible for the exciting rotor flux value, while the second (imaginary) current
component gives the possibility of independent motor torque control. The preci-
sion of such decoupled control depends a lot on the proper coordinate transfor-
mation based on the estimated position of the rotor flux vector.

On the other hand, the field-oriented control of PMSM is based on the
assumption, that stator current components are oriented to the exciting flux from
permanent magnets placed in the rotor, thus the rotor field orientation is also used,
based on the information on actual rotor position.

Thus, for proper coordinate transformation and stator current orientation
towards the rotor flux vector, the electromagnetic torque of AC motors, controlled
by FOC concept, can be expressed in a general way as a vector product of rotor
flux and stator current vectors:

TAC
e ¼ kAC WAC

r � iAC
s

fflffl fflffl: ð1Þ

Hence for the IM we have:

TIM
e ¼

3
2

pb
Lm

Lr
Wxy

r � ixy
s

fflffl fflffl ¼ kIM Wrisy

� �
ð2Þ

where: Lm, Lr—magnetizing and rotor winding inductances, pb—number of pole
pairs, Wr—rotor flux magnitude (in real x axis of field-oriented coordinate system),
isy—stator current component in y axis.

Respectively for the PMSM, for constant torque region, we obtain the following
torque expression:

TPMSM
e ¼ 3

2
pb Wd� q

pm � id� q
s

fflfflffl
fflfflffl ¼ kPM Wpmisq

� �
ð3Þ

where: Wpm—permanent magnet (rotor) flux value (in real d axis of rotor-oriented
coordinate system), isq—stator current component in q axis.

The general scheme of such control concept for AC motors is shown in Fig. 1.
With such control approach, the dynamic behavior of the IM or PMSM is rather

similar to that of a separately excited DC motor. It can be seen that internal, parallel
control paths for stator current components, responsible for the flux excitation and
torque control, are subordinated to the external control paths for the rotor flux and
speed control, respectively. Due to the difference in dynamics of the stator current
and speed control loops, sometimes it is reasonable to replace the internal torque
generation loop by small inertia dynamics. Such approach is usually used for drive
systems of robots or machine tools, with more complicated mechanical part, which
can be replaced by multi-mass systems with elastic connections.

However, in the FOC method, the decoupled relationship is obtained by means
of a proper selection of state coordinates, under the hypothesis that the rotor flux is
kept constant. Therefore, the rotor speed is only asymptotically decoupled from the
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rotor flux, and is linearly related to the torque current after the rotor flux becomes
steady-state value. This issue is not so critical in the case of PMSM, because the
rotor flux is given by permanent magnets and can be assumed constant. However,
the control performance of the AC motors is still influenced by the uncertainties of
the drive, such as mechanical parameter uncertainty, external load disturbance, and
unmodeled dynamics in practical applications.

The influence of the load is much more complicated in the case of systems,
where mechanical part of the driving machine is more expanded, and contains long
shaft with elasticity, backlash, hysteresis and hardly modeled friction. In such
systems torsional vibrations occur, which significantly deteriorate control perfor-
mance obtained with vector methods and in consequence different control concepts
are required [6–11]. Such problems exist in high-power drives of heavy industry,
like rolling-mill drives, textile machines, conveyers [6, 7], however, due to the
progress in power electronics and microprocessor systems, which allows to control
the electromagnetic torque almost without delay, they are acknowledged also in
medium and small power applications, like: servo-drives, throttle drives, robot arm
drives including space applications, and others [8–11].

This more advanced mechanical construction of control objects makes it sig-
nificantly more difficult to precisely control the drive speed or position. In most
cases, for analysis purposes, it is possible to model such complicated mechanical
connection using the two-mass model [10] on the assumption, that motor torque is
generated in the torque control loop (with stabilized motor flux value in the sep-
arate parallel control loop) almost without delay (first order dynamics) and is
cascaded to the speed controller, as in Fig. 1. Such concept is presented in Fig. 2.

In Fig. 2 the following notation is used: x1—motor speed, x2—load speed,
me—electromagnetic torque, ms—shaft torque, mL—load torque, s1—mechanical
time constant of the motor, s2—mechanical time constant of the load machine,
sc—stiffness time constant [10].

Fig. 1 The block diagram of the FOC structure for AC motor
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The mechanical time constants s1, sc, s2 of the mechanical part of the drive are
usually much bigger than the time constant of the inner torque loop, therefore the
delay of the inner torque control loop is often neglected. However, in drive sys-
tems with high resonant frequency (like servo drives or robot drives), this torque
control delay causes some problems and applied control structures should take it
into account at the design stage or should be robust to such unmodeled dynamics.

As it was said, the control performance of the AC motor drives with stiff and
elastic mechanical connections are influenced by the uncertainties of the drive, such
as electrical and mechanical parameters uncertainty, external load disturbance,
unmodeled dynamics and measurement noise and delays in practical applications.

To deal with the above mentioned problems of system uncertainty, a lot of
research has been done in recent years to apply various approaches known from
the control theory [12–14], which can replace the well-known and widely used in
industry PID-type controllers for systems with nonlinearities and uncertainties.

In the case of bounded uncertainties with known structure, the robust and
adaptive techniques have been developed [13, 14]. However, to obtain the stability
of these solutions, some constraint conditions and detailed prior knowledge of the
controlled object are usually required in the controller design process.

In the past several years, active research has been carried out on the application
of neural network and neuro-fuzzy control of electrical drives [15–18]. The
learning ability, fault tolerance and parallelism suggest that such solutions may be
good candidates for implementing real-time adaptive control for nonlinear and
uncertain drive systems.

3 Neural Controllers with Off-Line and On-Line Training

3.1 The Main Types of Neural Networks Used in Control
Systems

In most of research related to the NN implementation in power electronics and
electrical drives, the Multi Layer Perceptron (MLP) neural networks are used. The
characteristic features of such structures are as follows [19]:
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Fig. 2 Speed control structure of the drive system with a complicated mechanical part
(simplified to a two-mass system)
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• MLP are essentially feedforward structures where the information is passed
from inputs to outputs, through hidden layers. This is a very convenient structure
for control engineers, who get used to work with systems represented by blocks
with inputs and outputs clearly defined and separated;

• according to the NN theory, MLP with one or maximum two hidden layers, using
neurons with nonlinear (e.g. sigmoidal) activation functions, are able to realize
any nonlinear mapping between two finite-dimensional spaces to any degree of
accuracy, provided that there is a sufficient number of the hidden neurons;

• the basic learning algorithm for MLPs is the back propagation algorithm, which
belongs to the class of gradient methods widely applied in optimal control, and
therefore it is familiar to control engineers.

However, over time also Radial Basis Function (RBF) neural networks became
popular, especially due to their specific structure with only one hidden layer, with
neurons containing the same radial activation functions. These types of NN and
their modifications are often the fundamental part of the controllers applied in
dynamical systems. Due to different structures and calculations inside these NN,
the learning process of RBF networks often differs from MLP networks.

3.2 Neural Controllers Trained Off-Line

For neural controllers trained off-line, the trained and testing data sets should be
available. They should be specially prepared for each type of drive system, to take
into account the most characteristic features and operation conditions of the drive.
Training data for representation of the given task are prepared in advance, next
training process is realized using special software, and then NN model (or con-
troller) is tested. Sometimes, during the training process NN structure optimization
is carried out simultaneously [19], using tools mentioned below.

In the case of the MLP structure the learning process is focused on the selection
of the weights coefficients. In some solutions extensions of training process can be
introduced, like structure optimization [20], application of regularization methods
[21], supervision of the number of iterations during training process [22].

In RBF networks, weights factors in the hidden layer and centers of the radial
function must be chosen. Often for this purpose special algorithms, such as
clustering are used [23], different from those used in the optimization of weights.
The analyzed data are divided into groups according to their properties, and the
centers of these groups are next determined. Based on this information, center of
radial function is selected. There are clustering algorithms, which enable the
automatic selection of the number of clusters, thus partly optimization of the NN
structure complexity is obtained [24–26].

In the training process of a MLP network it is possible to optimize the structure
of a neural model. For reduction of the number of connections between neurons a
prior definition of the maximum number of nodes should be defined. Then based
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on a properly appointed criteria, some connections are deleted (usually based on
the calculation of the sensitivity of the network during removing of the connec-
tions; it is related to determining of the influence of weighting factors removal on
the value of the cost function) [27, 28]. Similar algorithms are also used in case of
RBF networks [29, 30]. In order to optimize the RBF models, genetic algorithms
can be also applied [31].

The mentioned above solutions, introduced during training process, are
designed to optimize the generalization properties of NNs. However, this type of
action is particularly important in applications of neural models designed using the
off-line training process.

3.3 Neural Controllers Trained On-Line

In many applications off-line trained NN controllers are difficult for realization, as
they require training data, which can be obtained by simulations of the mathe-
matical model of a plant or by real experiments. In the case of complex industrial
processes, also converter-fed drives, NN-based controllers trained on-line, are the
main interest. In such solutions, parameters of NN are calculated during the
operation of the electric drive, based on the actual value of the control error.
Therefore, there is no necessity to use the complex optimization algorithms men-
tioned above. These several iterations of the learning algorithm correspond to one
step of the control algorithm of the whole structure [32]. Such an approach allows
for the implementation of an adaptive neural controller which reacts dynamically to
the operation conditions of the drive system and its uncertainties, caused by
changes of the parameters, delays in torque control loop, nonlinearities, etc.

Additional, important advantage of neural controllers with on-line weights
adaptation, is the possibility to use the same design process, without parameters
identification, for drives with different types of electric motors (DC, AC) and also
for electrical drives with rigid and elastic mechanical connections between the
driving motor and load machine. The number of parameters/features of the con-
trollers selected during the design process, which affect the operation of the drive
system is significantly reduced. These are mostly: number of hidden neurons, type
of activation functions, time constants in the block shaping the input vector of NN,
and coefficients of the adaptive algorithm.

The structure of the NN with on-line weights adaptation, implemented in the
control system, is not so important as in the case of the off-line training strategy,
therefore the problem of NN structure selection is almost neglected. Generally, we
can say that activation functions of nodes depend on selected network type. Mostly
the neurons of the input layer are linear and thus pre-scaling of input signals is
achieved. The hidden layer, in most of the reported cases has sigmoidal neurons
(mainly MLP networks), or radial (RBF) neurons. The neurons in the output layer
realize calculations which form the output signal, thus usually a linear activation
function is used.
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In the design process of neural controllers a selection of elements of the input
vector should be made. For this purpose, the properties of NN and practical
implementation aspects should be taken into account. Excessive expansion of the
input vector requires increasing the neural structure, which may hinder its practical
implementation in a digital signal processor or FPGA (computation times, the
consumption of resources). At the same time the effect (operation of the NN
controller) may be only slightly improved or may even become worse. From the
engineering point of view, the input vector should contain signals with important
information about process changes and at the same time easily accessible for
measurements. It should be noted that MLP or RBF networks, often applied in
application related to the drive systems, do not have any internal feedbacks. So
naturally these networks do not include dynamic calculation in the processing.
Therefore, in order to take into account the dynamics of the control system signals,
delayed samples of the variables used in the input vector are introduced. However,
such a solution causes a dependence on numerical calculation step. Thus, it is
preferred to use input preprocessing (for example, low-pass filters) with a defined
time constant. The choice of the time constants should be performed during the
design of the neural controller, and this is often done experimentally. The most
important aspect of the design process of neural controllers trained on-line is the
selection of the adaptation algorithms and the suitable coefficients of these algo-
rithms (learning factors). The assumed values influence directly the dynamics of
the obtained transients in control structure. In the case of electrical drives, these
values significantly depend on the delays in the electromagnetic torque control
loop and the mechanical time constants of the drive systems.

3.4 Application of Off-Line and On-Line Trained Neural
Controllers in Electrical Drives

Applications of neural networks in control structures of electrical drives are widely
described in scientific publications. It can be observed that the differences in
applications consist of:

• the role fulfilled in the control structure,
• applied neural network topology (not only classical MLP networks, but also

many modifications),
• weights adaptation methods (used training algorithm),
• mode of weights update (on-line, off-line),
• hardware implementation of neural networks.

Most of the tasks performed by neural networks in electric drives is associated
with: control [33–38], parameters identification [39], state variables estimation
[40–44] and diagnostics of electrical machines [45–47].

276 T. Orłowska-Kowalska and M. Kamiński



In this chapter the neural models trained on-line, for control of servomecha-
nisms, are the main field of interest. In most of motion control systems DC or AC
motors are used as actuators. In such systems the adaptive neural controllers based
on model reference adaptive control concept are most often found in literature, like
[33, 34]. In the Direct Torque Control structure neural networks can perform two
main tasks. The first one is their application as a speed controller in the external
speed control loop. The NN controller is trained on-line based on an error signal
and historical samples, and thus the control signal is calculated [35]. The second
task of NN in DTC structure is its operation as a voltage vector selector based on
output signals of the hysteresis flux and torque controllers [37]. Moreover, these
two tasks can be combined in one controller as it was proposed in [38].

A vast majority of the above mentioned applications are based on MLP neural
networks and backpropagation algorithm. This training method is one of the most
popular for implementation of neural networks in electrical drives. Analyzed data
are processed twice in the neural model. Firstly signal is propagated through
network and then the output error is propagated to all nodes in a model. Based on
this calculation values of weights can be adapted. It should be mentioned that BP
algorithm is effective, however, it can be time consuming (e.g. due to few cycles of
calculation of each iteration of adaptation algorithm). This way of calculation may
be a drawback for hardware implementation, especially for neural controller
trained on-line. Alternative method for backpropagation, applied in control of
electrical drive, is Resilient Backpropagation [38]. This method has two important
features (particularly from the perspective of hardware implementation): update of
weights is based on sign of derivative of the cost function according to weights,
magnitude of changes can be selected individually for each weight. These char-
acteristic properties give: simplicity of calculations and finally shorter time needed
for realization. In application in neural controllers it can lead to better reaction to
changes of input speed error and robustness against parameter fluctuations. In
papers related to neural networks, one can find descriptions of different training
algorithms. In our review of the literature, we want to draw attention to the
adaptive interaction method applied in neural networks. It is described in literature
as equivalent for BP algorithm [48]. However there is an important advantage
because of the simplicity of the analysis of the influence of weight changes on a
cost function. As a result feedback propagation of error can be omitted.

One of the most common topics related to neural controllers is stability anal-
ysis. In the case of neural models it is hard to observe the placement of the poles of
the whole control structure. Moreover, neural networks should be considered as
nonlinear systems. The most popular way of stability analysis applied for neural
controllers with on-line training is the Lyapunov method [49–51]. The main
problem of this method is the definition of the Lyapunov function, which should
satisfy the conditions of Lyapunov stability theory. It can provide a limitation of
weights or training coefficients which guarantee stability of the system. It is
possible to use a combination of neural networks with fuzzy model for stable
control, however, this method is less common [52]. Stability analysis of neural
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controller can be carried out using methods which are different from the control
theory related to nonlinear systems. An interesting application is Harmonic Bal-
ance Method for analysis of closed neural control loop. Based on this method the
description of neural controller function can be designed. Then speed control
structure can be examined using Nyquist stability criterion [53].

Numerous papers are related to electrical drives with a specific, complex
mechanical part. The mathematical model used in this analysis takes into account
the elements that represent a long flexible shaft connecting the motor with the load.
This construction makes it significantly more difficult to precisely control speed or
position. One of the solutions used in such a situation are controllers based on
elements of artificial intelligence, implementing fuzzy logic, neural networks and
genetic algorithms. For systems with a flexible connection application of the
neural networks, it is not presented very frequently. One of the first descriptions
related to the application of MLP neural networks and back propagation algorithm
was presented in [54]. The presented simulation studies are related to medical
equipment control (used in laparoscopy). It was assumed that it would be possible
to achieve a control structure for a drive with an elastic shaft, robust against
nonlinearities like friction and backlash. Neural networks can also cooperate with
linear controllers. In the control system of a manipulator two neural networks were
applied to compensate disturbances [55]. Moreover, the original implementation of
neural speed controller is described in [56]. Calculations of neural network are
realized on a PC computer while the two-mass model is made as an electronic
circuit (analogue). In publication [50] theoretical analysis, stability proof and
simulations of control systems with RBF neural network is presented. Besides the
full topology of neural networks, like MLP or RBF, much simpler structures using
ADALINE (linear neuron) models with adaptation of weights can be used for
speed control of electrical drives [57]. The advantage of this type of application is
its significantly simplified structure; this argument is especially important for
hardware implementation.

4 Description of the Analyzed Neural Models with On-Line
Training Capability

4.1 Adaptive Linear Neuron (ADALINE)-Based Controller
with the Delta Training Rule

One of the simplest adaptive models based on neural networks theory is an AD-
ALINE [15, 58, 59]. It is a simple node with adaptive coefficients. These
parameters are introduced for calibration of input signals and have a significant
influence on the output/control signal. The mathematical model of the ADALINE
is represented by formulas:
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y kð Þ ¼ f u kð Þð Þ ð4Þ

u kð Þ ¼ b kð Þ þ
XN

i¼1

xi kð Þwi kð Þ: ð5Þ

where: f—activation function, wi—weights coefficients, xi—input signals, u—
argument of the activation function, b—bias value, N—number of input signals.

In the application of the ADALINE model for speed control of electrical drives,
the bias input is omitted, moreover linear activation function is assumed. So the
ADALINE based controller can be thus generally described using following
equation:

y kð Þ ¼
XN

i¼1

xi kð Þwi kð Þ: ð6Þ

The block diagram of such ADALINE structure is presented in Fig. 3.
In the case of the on-line ADALINE training process, in several iteration k of

the training algorithm, weights are recalculated:

w k þ 1ð Þ ¼ w kð Þ þ Dw kð Þ; k ¼ 0; 1; 2. . .: ð7Þ

In minimization of the cost function, its expansion in Taylor series is used, and
can be written as follows:

E w k þ 1ð Þð Þ ¼ E w kð Þ þ Dw kð Þð Þ ffi E w kð Þð Þ þ g kð ÞDw kð Þ; ð8Þ

where g kð Þ is a gradient matrix that contains first derivatives of cost function
according to the weights:

Fig. 3 The structure of the ADALINE model
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g kð Þ ¼ oE

ow
: ð9Þ

Adaptation algorithm must lead to the cost function minimization:

E w k þ 1ð Þð Þ\E w kð Þð Þ; ð10Þ

so, following condition should be satisfied:

g kð ÞDw kð Þ\0; ð11Þ

and changes of weights factors in (5) should be done according to the formula:

w k þ 1ð Þ ¼ w kð Þ � k g kð Þ; k ¼ 0; 1; 2. . . ð12Þ

where: k—positive value—adaptation coefficient.
For the linear activation function of the ADALINE, the cost function, defined

usually as a square of the error between NN output and its desired value, will take
the following form:

E w kð Þð Þ ¼ y kð Þ � d kð Þð Þ2¼
XN

i¼1

xi kð Þwi kð Þ � d kð Þ
 !2

; ð13Þ

where: y(k)—output value in each iteration, d(k)—desired value in each iteration.
Gradient matrix of the cost function is thus described by following equation:

g kð Þ ¼ oE

ow
¼ 2

XN

i¼1

xi kð Þwi kð Þ � d kð Þ
 !

xi kð Þ: ð14Þ

Connection of the Eqs. (9) and (11) leads to the expression for weights cal-
culation in each training epoch [58, 59]:

w k þ 1ð Þ ¼ w kð Þ � 2k
XN

i¼1

xi kð Þwi kð Þ � d kð Þ
 !

xi kð Þ: ð15Þ

On-line adaptation of weights can be very effective in control applications of
the ADALINE. It is possible to design an adaptive controller, giving better results
than classical PI/PID controllers especially for time-varying systems [60, 61].

4.2 Multi-Layer Perceptron-Based Neural Controller
with Backpropagation Training Algorithm

Structures based on MLP networks are highly configurable adaptive models
(containing potentially multiple changeable parameters). Configurability means
here a possible modification of the NN structure. In the presented analysis MLP
networks are applied as speed controllers of electrical drives. Values of weight
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factors are changed on-line. The general topology of the used NNs contains one
hidden layer (Fig. 4).

In the hidden layer nonlinear sigmoidal activation functions are used, in the
output layer (controller output) a linear neuron is implemented. Several steps of
the signal processing in such MLP-based controller are presented below:

• input signals are initially scaled using input weights wij,
• input signals of each hidden neuron are next summed and recalculated using

activation function,
• output, linear neuron is introduced for summation of scaled signals from hidden

layer.

Each iteration of the training process introduces changes of weights:

wij k þ 1ð Þ ¼ wij kð Þ þ Dwij ð16Þ

where: wij—weights between node i and j in kth iteration.
Corrections of weight values Dwij are calculated according to the backpropa-

gation algorithm [62]. An update of each weight value can be described using the
following expression:

Dwij ¼ �adjxij ð17Þ

control
signal

inputs
X

hidden
layer

output
layer

activation
functions

ΔWoutput
ΔW input

Backpropagation
algorithm

ex

X

Fig. 4 Structure of the one-
output MLP neural network
trained on-line
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where: a—learning rate, xij—ith input of jth neuron, dj—propagated error and
derivative of the activation function (described below).

Parameter a in (17) determines intensity of the adaptation algorithm. Increasing
this coefficient during off-line training can make it difficult to find a minimum of
the objective function. In the case of neural controllers trained on-line, the value of
a can shape the dynamics of the controlled object in the control structure.

The analyzed controller contains only one hidden layer with sigmoidal neurons
and one output. The values dj from Eq. (17), for weights between inputs and
hidden layer, can be described by the following equation:

dj ¼ f
0

j dowjo; ð18Þ

f
0
j —derivative of the activation function of the jth neuron in the hidden layer,

wjo—weights between hidden layer and output neuron.
For the output layer with a single linear neuron dj = do:

do ¼ d � y ; ð19Þ

where: d—desired value of the output signal, y—actual value of the output signal.

4.3 Radial Basis Function-Based Adaptive Neural Controller

Another commonly applied neural network structure is the Radial Basis Function
network. RBF neural network differs from the classical MLP structure in the idea
of neural processing and learning methodology. Input data of the RBF network are
transformed using local mapping carried out in radial neurons, the final result is
obtained by calculating the sum of the weights of each hidden layer neurons. The
structure of RBF neural network is presented in Fig. 5.

The layers are arranged inside the structure of the neural network, relative to
each other, in series, and the radial neurons are arranged in parallel. Data inside the
network are processed from input to output, without internal connections in a
layer, therefore these models are called ‘feedforward’. In the structure of the
analyzed NN the following calculation stages can be extracted [62, 63]:

• in the input layer distances between inputs elements and centers of radial
neurons are calculated (the most often—Euclidean norm),

• scaling with r coefficient,
• in the hidden layer calculation of radial functions for arguments obtained in the

previous stage are realized (hidden neurons do not have the connections to
external signals and internal feedbacks),

• in the output layer, containing a linear neuron, values obtained at the output of
radial neurons are multiplied by weight factors and then summed).
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Outputs of hidden layer are usually determined using Gaussian function:

fg X;C; rð Þ ¼ exp � t2

r2

� ffi
; ð20Þ

where: r scaling parameter, shaping the radial function, t is the difference between
center of neuron and inputs elements, X-input vector of NN.

Usually the difference between the center of a neuron and input elements is
calculated using an Euclidean norm:

t Xð Þ ¼ X� Ck k ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN

i¼1

xi � cð Þ2
vuut ; i ¼ 1; 2; 3; . . . ;N ð21Þ

where: xi—kth element of the input vector X, c—one of center of the RBF
function.

Calculations in the output layer with one input are described using the fol-
lowing equation:

y ¼ bþ
XH

h¼1

whfgh ð22Þ

RBF

RBF

RBF
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Fig. 5 The topology of RBF network
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where: h-number of hidden radial nodes, y-actual value of the neural network
output, wh-weight coefficient between hth RBF neuron (with Gaussian-type acti-
vation function fg) and output, b-bias.

In the case of the RBF-based neural controller with one output (j = 1), the
output value of the network can be represented as follows, using matrix notation:

y ¼ bþWfg X;C; rð Þ ð23Þ

In the RBF network applied as a neural controller, the weights and centers of
radial neurons are updated simultaneously. For this purpose, a gradient algorithm
can be selected. This type of optimization method is described as the most efficient
and the most sensitive to the changes of the input signals [64, 65].

For this purpose the quadratic cost function can be selected [66]:

E Wð Þ ¼ 1
2

XM

j¼1

e Wj

� �� 	2 ¼ 1
2

XM

j¼1

dj � yj

� �2
; ð24Þ

where j—number of NN outputs.
For the described above structure of RBF controller with one output (j = 1),

this cost function takes the following form:

E ¼ 1
2

e Wð Þð Þ2¼ 1
2

d � bþWfg X;C; rð Þ
� �� 	2

: ð25Þ

The gradient of the cost function against the optimized weight coefficients is
given by the following equation:

oE

oW
¼ 1

2
2e

oe

oW

� ffi
; ð26Þ

where partial derivatives calculated from the Eq. (25):

oe

oW
¼ �fg X;C; rð Þ: ð27Þ

Thus the gradient value (26) takes the form:

oE

oW
¼ � d � bþWfg X;C; rð Þ

� �� 	
fg X;C; rð Þ ¼ �efg X;C; rð Þ ð28Þ

Therefore, the update of the weights in the output layer of the analyzed RBF
controller, in each iteration of the algorithm is described by the following formula,
according to the gradient method:

W kð Þ ¼W k � 1ð Þ � gw
oE

oW
: ð29Þ
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Substituting gradient value (28) in the Eq. (29) we obtain:

W kð Þ ¼W k � 1ð Þ þ gwefg X;C; rð Þ: ð30Þ

A similar calculation was carried out in order to obtain an equation describing
the update of the centers of the RBF neural controller. For the same form of the
cost function (25), the gradient calculated according to RBF neuron centers takes
the form:

oE

oC
¼ 1

2
2e

oe

oC

� ffi
; ð31Þ

where:

oe

oC
¼ �W

X� Cð Þ
r2

fg X;C; rð Þ; ð32Þ

and thus:

oE

oC
¼ �eW

X� Cð Þ
r2

fg X;C; rð Þ ð33Þ

According to the gradient algorithm the relationship for RBF centers updating
is presented below:

C kð Þ ¼ C k � 1ð Þ � gc
oE

dC
: ð34Þ

Combining Eqs. (34) and (33) this updating algorithm takes the form:

C kð Þ ¼ C k � 1ð Þ þ gceW
X� C

r2
fg X;C; rð Þ: ð35Þ

Equations (30) and (35) describe the calculations realized for weight and center
vectors in the training process of the of the RBF neural controller. In the presented
application the update process is performed on-line. Coefficients gw and gc are
constant and they have influence on the dynamics of control structure based on
RBF neural controller.

4.4 Neural Controller with an Adaptive Interaction
Algorithm

The most popular method for weight adaptation in NN is the backpropagation
algorithm. This algorithm is realized in two steps: first the input signals are pro-
cessed through the network structure, and next—the error between the desired and
actual output is back propagated through the net. This second part of this algorithm
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constitutes the main drawback of the MLP-based neural networks, and can be
troublesome for real applications, especially for on-line implementations. In paper
[48] the adaptation algorithm of weight factors, similar to backpropagation was
presented, however, it does not need propagation of the error thorough the net.
This algorithm is equivalent to the gradient descent method, but is much simpler in
the case of a hardware realization.

The output of each neuron in the hidden layer is calculated according to the
following equation:

yn ¼ fn unð Þ ¼ fn

XN

i¼1

wixi þ bn

 !
; ð36Þ

where: yn—output of nth neuron, bn—value of bias of nth neuron, wi—weight for
ith input of neuron, fn—activation function of nth neuron.

In this application external input (bias) is neglected. During the training process
the cost function, is defined in a classical way:

E ¼ 1
2

XM

n¼1

e2
n

 !
; ð37Þ

is minimized. In the above equation:

en ¼
yn � dn for output neuron

0 otherwise



; ð38Þ

where: dn—desired output value of nth output node and M is a number of all output
neurons.

Update of weights can be calculated using the following expression:

Dwi ¼ f
0

n unð Þ
xi

yn

Xp

j¼1

wojw
0

oj � cf
0

n unð Þxien; ð39Þ

where: p—is a number of neurons in next layer, c[ 0.
In the case of neurons with sigmoidal activation functions:

fn unð Þ ¼
1

1þ e�un
; ð40Þ

where: un—input of the activation function, derivative of (40) can be calculated as:

f
0

n unð Þ ¼ fn unð Þ 1� fn unð Þð Þ ) f
0

n unð Þ ¼ fn unð Þfn �unð Þ ¼ ynfn �unð Þ: ð41Þ

Then Eq. (39) can be rewritten as follows:
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Dwi ¼ ynfn �unð Þ xi

yn

Xp

j¼1

wojw
0

oj � cynfn �unð Þxien

¼ xifn �unð Þ
Xp

j¼1

wojDwoj � cynfn �unð Þxien

ð42Þ

Based on the Eq. (42) the neural controller can be designed [67], with topology
presented in Fig. 6.

In the structure of the tested controller two main subsystems can be specified:
the first one with processing of signals in neural controller and the other one with
realization of adaptation law. The coefficient is selected experimentally.

5 The Chosen Application of the On-Line Trained Neural
Controllers in Electrical Drives

5.1 Adaptive Neural Controllers in the Induction Motor
Drive with Vector Control

This part of the chapter presents selected applications of neurocontrollers trained-
on-line, described in previous section, in speed control of electrical drives. The
main advantages, design problems and specific features are presented.

Fig. 6 The structure of NN controller with Adaptive Interaction Algorithm
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First of all, the MLP-based controller was applied in the Direct Rotor Field
Oriented Control (DRFOC) structure of the induction motor drive with a stiff
connection between the motor and the loading machine. In most of IM drives,
design process of the rotor speed and flux requires adjustment of the PI/PID
controllers based on preliminary identification of the drive, which is rather com-
plicated. The application of neural speed controllers leads to simplification of the
control structure synthesis. Parameters inside the neural speed controller are
recalculated on-line, according to the backpropagation algorithm (16–18), based
on the speed error. In most applications only selection of adaptation coefficient in
the on-line training algorithm is needed. In the control structure presented in
Fig. 7, the classical PI rotor speed and flux controllers in the outer loops are
replaced by NN-based controllers.

The speed error is defined as the difference between the desired and actual value
of controlled state variable (rotor flux magnitude and rotor speed, respectively).
This information is used in the backpropagation algorithm for calculation of new
values of weights. The input vector of MLP network contains a speed or flux error
and the filtered value of this signal (using first order low-pass filter). In the
structure of a neural controller two parts can be extracted, the first one is related to
calculation of neural network and the other one is connected with adaptation
algorithm, based on Eq. (17). Weight values of the MLP networks are calculated in
parallel to the main processing path. Neural controllers are applied directly in

Fig. 7 An induction motor drive with DFOC structure and MLP-based neural adaptive
controllers
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control loops of the rotor speed and flux. It can be said that in the control structure
presented in Fig. 7 the neural networks and adaptation algorithms are applied for
errors (in the speed and flux control path) minimization. It is realized on-line
during the drive system operation, so controller reaction to state variables changes
is ensured.

In Fig. 8 simulation results for speed and flux controllers applied in the DRFOC
structure are presented. The chosen state variables present the correct work of this
drive system. Transients of rotor speed, rotor flux and stator current in the structure
present a response of the drive to step change of reference speed, which is taken to
be equal to 40 % of the nominal speed. Training coefficients in both NN con-
trollers are equal to 0.03. The speed of the induction motor is set to the reference
level very quickly (Fig. 8a). At time t = 0.6 s the load torque is applied. It leads to
an increase of the torque current isy (Fig. 8d). Effective decoupling of electro-
magnetic torque and rotor flux control circuits is observed (Fig. 8c).

As it was said before, in the case of MLP controller, the application of only one
externally tuned parameter (at the design stage)—the training coefficient, instead
of four parameters in two PI controllers, as in the classical solution, means that the
drive system parameters are not required for the controller design.

Fig. 8 Transients of state variables in DRFOC drive: the actual and reference speeds (a), rotor
flux hodograph (b), components of the stator current vector (c, d)
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5.2 Adaptive Neural Controllers in a Drive System
with Resilient Coupling

As it is known from the literature, the effective damping of torsional vibrations in
such drive systems can be obtained with the application of different control
structures, like PI controllers with additional feedbacks from mechanical variables
(load side speed, x2, shaft torque ms and their combinations [10]) or more
advanced controllers, like adaptive—including neuro-fuzzy controllers [17] or
predictive controllers [68]. The last ones control algorithms are rather complicated
and thus require fast microcontrollers with high computation power.

As it was shown before, the ADALINE or RBF-based neurocontrollers have a
large number of adaptive coefficients, but only one design factor (learning rate),
thus their application in the drive system with elastic coupling can be a compet-
itive solution. So the on-line trained neural controllers presented in Sect. 4, were
tested also as speed controllers of the drive system with resilient coupling.

The general scheme of the analyzed control structure with a neural speed
controller, based on the one feedback from easily measured (or estimated—in the
case of the speed sensorless drive) driven motor speed x1, is presented in Fig. 9.

First, the ADALINE-type speed controller is applied in the speed control loop.
In Fig. 10 state variables of a two-mass drive system controlled by such NN
controller are presented. Adaptation was realized on-line according to the adap-
tation algorithm (15). The influence of the learning coefficient k on speed response
dynamics is demonstrated.

Transients of speeds in control structure: of motor and load have higher
dynamics for bigger value of k parameter, reference value is achieved faster,
reaction to the load torque change is faster too. It should be noticed that the
transients of both speeds, x1, x2, are very similar to the control structure realized
without additional feedbacks. During transients, the electromagnetic torque
reaches bigger values in order to force the higher dynamics of the drive. So, values
of training factor k in this neural controller determine the dynamics of all state
variables of the electrical drive. It should be highlighted, that a neurocontroller
starts with weights values equal to zero and adapts its weights on-line, during drive
transients.

Fig. 9 Neural speed control structure of two-mass system
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Adaptive controllers based on artificial intelligence have a very important
advantage. These models can ensure very high precision of control for a drive with
time-varying parameters. The adaptation of internal weights shapes the control
signal and interacts with the object to dynamically follow the reference trajectory.

Next the effectiveness of the RBF-based neurocontroller is tested in a two-mass
system. The tested controller has five radial nodes with Gaussian-type activation
function in the structure. Sample transients of chosen state variables for cyclic
reverse operation are presented in Fig. 11. The drive starts work without load and for
random initial values of the RBF controller. After a very short time (about 1 s)
weights are adapted to the correct level, and motor and load side speed trajectories are
almost identical with the reference trajectory. Additionally in subsequent reversions,
the reduction of overshoot is observed. After some time (about 15.5 s) load torque is
applied; the drive still works properly and both speeds track the reference speed.

In Figs. 12 and 13, the influence of training coefficients on weights and state
variables transients is presented. These tests were realized for the step response of
the control system. It is more interesting than in ADALINE controller case,
because in the case of RBF neural network not only weight are adjusted. During
the operation of the drive, values of centers are simultaneously recalculated.
Changes of the learning rate gc were introduced for gw = const = 0.01, while tests
for different value of gw were realized for gc = const = 0.01. Higher values of

Fig. 10 Influence of the learning coefficient k of the ADALINE speed controller on the
transients of motor speed x1 (a), load speed x2 (b) and electromagnetic torque me (c)
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these parameters lead to faster changes of weights. Parameter gw has more sig-
nificant influence on dynamics of the weights reaction. Values of the above
mentioned training parameters have direct influence on weights in neural con-
troller and indirect on state variables of whole drive.

Next the robustness of RBF-based speed controller of drive with elastic con-
nection is tested. In Fig. 14 state variables for nominal values and additionally for
changes of stiffness time constant Tc are presented.

It should be noted that most of adaptation algorithms used in neural controllers
require selection of initial values of weights. Training methods are sensitive to
initial condition. Selection of initial values of weights is important for correct
calculation and stability. Most often these parameters are selected randomly. It can
give different results during start of the drive for each test. It should be remem-
bered that for objective comparison of the results achieved by one controller, tests
should be prepared for the same initial weights.

The tested neurocontrollers, together with whole control structure of electro-
magnetic torque control of the driving motor fed from the converter, were
implemented in a digital signal processor (using dSPACE card) and the selected
results are presented in Figs. 14 and 15. The practical implementation of neural
networks in DSP was realized using the high-level programming language.

Fig. 11 Transients of speeds (a, c) and electromagnetic torque (b, d) in two-mass system with
RBF-based speed controller
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Simulink was used for this purpose. It leads to the simplification of the imple-
mentation procedure (the same programming language is used in simulation,
which means that implementation is easier comparing to the low-level languages,
e.g. C++, simple support for input/output signals). Data from motor speed and
current sensors are read, NN-based control algorithm is calculated and then each of
switches of the power converter is suitably controlled. The loading machine can be
also controlled from dSPACE, trough power electronics elements.

Fig. 12 Influence of the gc coefficient of RBF controller on state variables and centers’transients:
motor (a) and load (b) speeds, electromagnetic torque (c) and changes of neurons centers (d–f);
gw=0.01
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In Fig. 16 the experimental results of MLP-based speed controllers trained with
the backpropagation method and using Adaptive Interaction algorithm for the
drive system with elastic shaft are presented, respectively.

Transients measured in a real laboratory drive, are obtained for a = 0.5 and
c = 500, respectively. Tests were realized for reference speed set to 20 % of
nominal value and after t = 2.5 s reverse of the drive is realized. Load torque is
changed in t1 = 1 s and t2 = 3.5 s. The presented transients are confirmation of

Fig. 13 Influence of the gwcoefficient of RBF controller on state variables and weights
transients: motor (a) and load (b) speeds, electromagnetic torque (c) and changes of neurons
weights (d–f); gc=0.01
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properties observed earlier in simulation tests. The second of the neural controllers
is the simplest realization for hardware and gives slightly better results (see
Fig. 16c, d). Adaptive interaction is equivalent to backpropagation algorithm, but
it is much easier in implementation from the data processing point of view (it does
not need two steps of data processing through the network).

Fig. 14 Transients of state variables in control structure with RBF based neurocontroller: motor
x1 and load x2 speeds (a, c, e) and electromagnetic torque me (b, d, f) for different values of time
constant Tc
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6 Hardware Implementations of Neural Controllers

Artificial neural networks are mathematical models which realize calculations
inspired by human brain operation. Neural networks are a useful tool for com-
puting implemented in many fields of science and technology. This is due to a lot
of advantageous properties, such as data generalization and the ease of the
description of complicated uncertain phenomena. In the last decades of previous
century researches were concentrated on theoretical analysis. Nowadays their work
is more related to practical implementations in different areas. Opportunities for
practical applications of artificial neural networks have increased with the devel-
opment of electronics. Elementary operations in processing of neural networks are
simple, however, often a huge number of such calculations are preformed. These
models can be implemented in hardware or simulated using software. One of the
special features of neural networks is the parallel performance of mathematical
operations. In standard structure (without internal feedbacks) calculations in sev-
eral layers (between nodes) are realized in parallel with processing between layers
which is made in series. In fact, this property is difficult to obtain using software,
where steps of the code are executed sequentially [69]. In the case of hardware

Fig. 15 Transients in the drive system with RBF-based speed controller: motor x1 and load x2

speeds (a, c) and electromagnetic torque me (b, d) for different values of time constant T2
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implementation of neural networks in analog technology, there is a problem with a
relatively low degree of configurability of the neural model. This is particularly
important for a practical use of a neural network, where during the design process
a frequent reconfiguration of the structure and its parameters is needed. Imple-
mentation of neural network in digital technology is not easy either because of the
needed computational power. Two main solutions are dominant:

• implementation in Field Programmable Gate Arrays [70],
• using Digital Signal Processors [71].

Analyzing the FPGA possibilities and the construction of neural network
models, advantages of combining both of these issues can be seen. They result
from the following aspects [72]:

• the possibility of the real realization of many calculations in parallel,
• FPGA hardware resources contain a large number of logic blocks allowing to

perform many mathematical operations, which is typical for NN,
• configurability of hardware is essential in the implementation of neural

networks,

Fig. 16 Experimental transients of state variables in control system: motor speed x1, load speed
x2 (a, c) and electromagnetic torque me (b, d) for MLP-based speed controller trained with
backpropagation (a, b) and with adaptive interaction (c, d) algorithms
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• availability of specialized components that can be used for an example in the
implementation of an activation function,

• user-friendly developed environment shortening implementation time (this may
be important, for example due to the external network training in other pro-
grams, which is time consuming).

However, very often the implementation process of neural network in FPGA is
very complicated. During the programming the complexity of the code with
respect to the computation time and the consumption of FPGA logic elements
should be taken into account. In addition, there is the problem of digital realization
of the activation function, which usually is the hyperbolic tangent or its different
variations [73]. Moreover, modern DSP chip allows obtain a high frequency of
calculation even for complex structures. Implementation using a high level of
programming languages is easy and enables rapid tests. Concluding, it is prefer-
able to perform preliminary tests using Digital Signal Processors placed on
dSPACE cards. Then, for specific implementations, involving the high-speed
calculations or mass production, it is better to use FPGAs.

7 Conclusions

In this chapter neural network controllers applied for electrical drives are descri-
bed. Selected neural models and training algorithms are described and used in the
speed control structure. Weights of neural networks are updated on-line. Neural
network controllers can be used in control structures in various combinations
(e.g. with a reference model, as a predictive neural controller). The presented
examples of applications are related to neural networks implemented directly as
the main speed controller. This helps to observe the influence of each neural model
and training algorithm on drive properties.

The design procedure of the presented controllers is simple, it is necessary to
select only one parameter. This coefficient is selected experimentally, however, it
is easy to designate the correct value. In fact, it is obvious that this factor depends
on time constants of the drive. It is important that in the case of neural controllers
with weights recalculated on-line the size of the structure has insignificant influ-
ence on the achieved results. It is an important simplification contrary to neural
models applied in control structures with off-line training (there topology of neural
network determines generalization abilities). The above mentioned parameter,
when inflicted externally, has an important influence on the dynamics of the
control structure. Neural controllers can be applied in electrical drives with dif-
ferent configurations of control structure and various motors (f.e. DC, AC).

The results presented in this chapter show fast stabilization of electrical drive
speed at the reference level. Application of neural network controllers is also very
advantageous when parameters of electrical drives are not precisely identified.
During the drive operation, the error of controlled state variable gives information
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for adaptation algorithm, which changes parameters in the main processing path of
the controller. As a result the control signal for error correction is generated. This
leads also to robustness against parameter changes.

Experimental results confirm the properties of the control structure observed in
simulation. Neural network based controllers ensure high precision of speed
control even in the case of inaccuracies of construction appearing in a real drive.
Some nonlinearities of mechanical connections, like friction, natural backlash do
not have any influence on the achieved results. Moreover, hardware implemen-
tation of these models using modern programmable devices is easy.

Acknowledgment This work was partly supported by the National Science Centre Poland,
under project 2011/01/B/ST7/04632 (2011–2014).
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Chapter 9
Advanced Control and Optimization
Techniques in AC Drives and DC/AC Sine
Wave Voltage Inverters: Selected
Problems

Barłomiej Ufnalski, Lech M. Grzesiak and Arkadiusz Kaszewski

Abstract This chapter presents the application of a particle swarm optimization
(PSO) to a controller tuning in selected power electronic and drive systems. The
chapter starts with a relatively simple tuning of a cascaded PI speed and position
control system for a BLDC servo drive. This example serves as the background for
a discussion on selecting the objective function for the PSO. Then the PSO is used
in two challenging controller tuning tasks. This includes optimizing selected
learning parameters in the adaptive artificial neural network (ANN) based online
trained speed controller for an urban vehicle (3D problem) and selecting penalty
factors in the LQR with augmented state (i.e. with oscillatory terms) for a three-
phase four-leg sine wave inverter (15D problem). It is demonstrated with the help
of these case studies why and where the PSO, or any other similar population
based stochastic search algorithm, can be beneficial. Engineers encounter many
non-straightforward controller tuning problems in power electronic systems and
this chapter illustrates that in some cases it is relatively easy to reduce these tasks
into the objective function selection problem. The relevant controller parameters
are then determined automatically by the PSO.
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1 Particle Swarm Optimization

Particle swarm optimization is attributed to Kennedy, Eberhart and Shi [1]. It is an
iterative gradient-free search algorithm inspired by biological swarming such as
bird flocking, fish schooling, herding of land animals or collective behavior of
insects. The search starts with a random set (here called swarm) of solutions (here
called particles). The particles travel through a search space and are rated
according to a user defined objective function. Their movements are a function of
the individual experience and information acquired from other particles. However,
the velocity vectors are not deterministic. The instantaneous strength of social and
individual behavior varies randomly for each particle in each iteration. In a basic
version of the algorithm the only piece of information shared among the particles
is the global best solution found so far. Each particle stores also its best solution
found so far. The velocity and position update rules are as follows

vj iþ 1ð Þ ¼ c1vj ið Þ þ c2 randðÞ ppbest
j � pj ið Þ

ffl �

þ c3randðÞ pgbest
j � pj ið Þ

ffl � ð1Þ

pj iþ 1ð Þ ¼ pj ið Þ þ vj iþ 1ð Þ; ð2Þ

where: j is the particle identification number, i denotes the iteration number, vj and

pj are speed and position of the j-th particle, ppbest
j stores the best solution proposed

so far by the j-th particle (pbest), pgbest denotes the best solution found so far by the
swarm (gbest), c1, c2 and c3 are the explorative factor (inertia weight), the indi-
viduality factor and the social factor, respectively. It is to note that the speed
vj iþ 1ð Þ in the rule (2) should be multiplied by time to represent physical velocity.
However, it is common practice to set the time increment to 1 and thereafter
neglect it in (2). An introduction of a different time increment does not influence a
behavior of the swarm because coefficients present in (1) have to be divided by this
increment. The search path is not deterministic because of the last two terms in
(1) that include multiplication by the random numbers rand() generated for each
particle in each iteration. The random numbers are uniformly distributed in the unit
interval. In all experiments described in this chapter, the c1, c2 and c3 factors have
been calculated using the constricted PSO formula [1] and are 0:73 ; 0:73 � 2:05
and 0:73 � 2:05, respectively. If the basic velocity update rule does not manifest
satisfactory search abilities, numerous refinements are available. A fairly repre-
sentative survey can be found in [2, 3]. Taking into account the no free lunch
theorem for optimization [4] one can conclude that there is no ultimate version of
the PSO. The set of modifications should be selected individually, usually by trials
and errors, to suit a given optimization problem. These modifications range from
simple velocity clamping to substantial adjustments of particle communication
principles like, e.g., in the fully-informed PSO [5]. Additionally, there are certain
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modifications dedicated to online optimization in non-stationary environments [6].
The rules of swarm movements can be rearranged to handle multi-objective [7]
and/or multi-modal [8] problems. Various neighborhood topologies are proposed
to serve these purposes [9]. Our main goal is to keep the swarm as simple as
possible and still effective in the controller tuning tasks encountered in power
electronic or drive systems. This chapter deals with offline optimization in such
systems, hence the environment is assumed to be stationary even if a measurement
noise is included in the model. Moreover, all optimizations are performed on
numerical models of the plants, therefore the search space does not need to be
bounded to specific territory resulting from safety requirements for the given plant.
The numerical model should include all nonlinearities, noises and other parasitic
effects crucial from control point of view. No information on gradient is harnessed
by the PSO. This gives a lot of freedom to the designer at problem formulation
stage—the mathematical model of the system being optimized can include, e.g.,
discontinuities. From the same reason, the objective function chosen by the
designer can be of any type and one can focus on formulating this function to be
aligned with the desired behavior of the system without bothering about its
mathematical properties in terms of complexity and differentiability.

In the case of all discussed problems no special measures have been taken
regarding swarm movements. The very basic formula (1) tends to produce
implementable solutions. All problems have been handled as single-modal and no
explicit multi-objectivity has been introduced. It is common among control
practitioners to reduce problems with contradictory objectives to single-objective
ones with the help of weighted terms in the objective function. This methodology
has been employed also here. The simplest communication topology has been
used, i.e. the gbest attracts all particles and no neighborhood operator is present.
However, it has been decided to introduce absorbing walls [10] if clear physical or
theoretical constraints are identifiable. This means that the speed of a particle is
reset to zero if known boundaries are crossed. No other modifications to the
standard PSO have been identified as necessary to effectively tune the below
discussed controllers.

2 Objective Function

The objective function (also called cost function, energy function, performance
index or fitness function) determines the behavior of the optimal controller. There
are some commonly used performance measures as the integral of squared error
(ISE)

JISE ¼
Z1

0

e2 tð Þdt; ð3Þ
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where e tð Þ denotes control error, or the generalized ISE

JIGSE ¼
Z1

0

e2 tð Þ þ a _e2 tð Þ
� �

dt; ð4Þ

where a is a subjective weighting factor, or the integral of squared error and
derivative of control effort

JISEDCE ¼
Z1

0

e2 tð Þ þ b _u2 tð Þ
� �

dt; ð5Þ

where u tð Þ denotes control effort (control signal) and b is again a subjective
weighting factor. Especially (3) earns its popularity by producing problems that
are easy to approach analytically for some classes of control systems ([11] might
serve as the example). However, in a gradient free optimization the performance
index can be chosen freely to reflect in the best possible way the desired behavior
of the system. It has been decided that for all studied cases the performance indices
will be positive definite and the optimization problem will be of the minimization
type. The philosophy of signals contributing to the performance index its mean
squared value has been kept in all discussed tuning procedures. Nevertheless, to
promote sometimes contradictory behaviors like fast transients and no chattering at
steady state, additional functions are introduced into the performance index defi-
nition allowing for selective contribution to the overall value. For example, the
dynamics of the control effort is not penalized during the specific time interval
after the change in the reference signal whereas this penalty is non-zero at the
steady state. These time windows have to be carefully chosen for each term in the
performance index according to physical limitations of the plant. Also, it is
common practice to add terms that take into account overshooting or crossing
acceptable levels for control signal. The nature of the PSO enables the designer to
work with any form of performance index. However, our main goal is to keep this
stage simple without sacrificing the performance of the resulting system. All
proposed here performance measures have the form of

Jc ¼
Ts

tstop

X
tstop

Ts

k¼1

ðf1 kð ÞeT
y kð Þey kð Þ þ f2 kð ÞDuT kð ÞDu kð Þ

þ f3 kð ÞuT
aux kð Þuaux kð Þ þ f4 kð ÞyT

aux kð Þyaux kð ÞÞ;

ð6Þ

where ey, u, uaux and yaux are vectors (in the MIMO case, e.g. as in three-phase
converters) containing control errors, control signals, auxiliary signals from the
controller and auxiliary signals from the plant, respectively (as depicted in Fig. 1).
The discrete representation of the performance measure has been chosen to cor-
respond to the assumed digital implementation of a control system. All signals are
sampled at the rate of Ts. The tstop denotes the assessment test time for the particle
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(equal for all particles). It is to note that the infinite integration limit commonly
used in the analytical approach has to be changed to finite test time if the per-
formance evaluation is done by using signal samples recorded during a numerical
simulation or a physical experiment. The functions f1, f2, f3 and f4 are bivalent
functions with zero value for intervals with no penalty for a given behavior and
positive value, usually different for each function with one of them set to 1, for
intervals with a penalty for this behavior. These intervals are correlated with the
reference test signal(s) and the test disturbance(s). In some designs they depend on
states of a system when, e.g., additional penalty for overshooting is needed. It
should be stressed that the bivalency is assumed here to make the design process
more intuitive. From now onward the bivalent functions will be referred to as
switching functions. The resulting system is optimal for a given shape of the
reference and disturbance signals. That is why it is crucial to design the test
scenario that includes representative set of anticipated system states. The scaling
by the reciprocal of the number of samples present in (6) does not influence the
optimization process and is introduced solely to make the value of the performance
index easier in interpretation as the mean value of the sum of squares. The test
reference signal(s) should take into account physical limits of a plant, e.g. the
available acceleration. Otherwise, a dominant contribution to the cost function
value coming from demanded behavior outside the physical limits makes deter-
mining upper values for switching functions significantly more difficult. It is
common practice to implement ramps and s-ramps as reference models for speed
or position in electric drive systems. This limits first and second derivative of the
reference signal, respectively. It is also practical to use first and second order lag
elements if these derivatives are expected to be limited. An example is shown in
Figs. 2 and 3. The step reference signal should be avoided in such performance
index based assessment tests because this does not reflect most real-life applica-
tions. For example, the s-ramp speed reference model is frequently used in
drivetrain systems to limit the jerk which is important for a lifetime of a
mechanical part of the system and for a comfort of its users, e.g. passengers of a
vehicle.

It is common that in the early stage of the search many particles cannot be rated
using (6) because the simulation stops before reaching the assumed tstop due to
numerical problems. The simulation is also stopped intentionally before tstop if
states of a plant reach unacceptable levels from the physical implementation point
of view. For some search problems the particles do not carry directly values of
parameters of the model but those values are calculated using the values stored in

PlantController

d

-

yu

uaux yaux

yref ey

Performance index   calculation

Fig. 1 Selected signals for
performance calculation
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the particle (see Sect. 6). It is possible then that the identification of poor solutions
may takes place even before running the numerical model of the system. It has
been tested that rating all such particles as equally poor may impair swarm’s
capability to keep a good balance between exploration and exploitation. Any
functions can be used to rate particles in the event that (6) is not applicable as far
as they preserve logical order and their codomains do not overlap. The idea is
illustrated in Fig. 4.

The PSO itself puts a minor computational burden on the optimization proce-
dure. The time needed to complete the optimization is dictated by the wall clock
time required by the numerical model of the system to be simulated. Non sur-
prisingly, the number of needed simulations depends highly on the form of the
objective function. Some guidelines on choosing a good number of particles and

0 2 4 6 8 10
−1

−0.5

0

0.5

1

1.5

2

t [s]

(b)

0 2 4 6 8 10
−1

−0.5

0

0.5

1

1.5

2

t [s]

(a)

Fig. 2 Reference signal shaped by using rate limiter (a) and first order lag element G sð Þ ¼ 1
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order lag element G sð Þ ¼ 1

ss1þ1ð Þ ss2þ1ð Þ with s1 ¼ s2 ¼ 1 s fed by the step signal (b)
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iterations are given in [12]. It has been verified that 50 particles and 100 swarm
iterations would suffice in most of the discussed here problems. However, this
implies up to 5,000 runs of the model. It could be problematic if the performance
of, e.g., a drive with a pulse width modulated (PWM) converter is to be assessed.
Usually, a simulation step size two orders of magnitude lower than the controller
sampling time is required to obtain trustworthy numerical results. In order to tackle
such problems in a reasonable wall clock time, one will need processing capacity
extending far beyond the one offered by today’s personal computers. On the other
hand, many controller tuning tasks encountered in power electronics and drives
deal with plant natural frequencies significantly lower than the used PWM fre-
quencies. In such cases it is reasonable to neglect discontinuities introduced by the
modulator and simplify the converter to a linear amplifier with a delay. Obtained
model usually produces reliable numerical results for a simulation step size equal
to the controller sample time. This has helped to reduce computational complexity
of the below presented experiments to levels resulting in several-hour-long tuning
procedures. The number of swarm iterations is always a subjective choice. Even
though there are various indices elaborated for assessing a search progress, none of
them is free from subjective choice of thresholds. A fairly representative set of
stopping criteria has been described in [13]. The thresholds are usually determined
using the guess and check method. For all following optimization problems the
number of swarm iterations has been set arbitrary to meet assumed wall-clock time
constraints. However, it is advisable to monitor swarm diversity variations which
can be helpful in detection of ill-posed problems. A well-established measure of
diversity incorporates Euclidean distance of particles to the mean and is defined,
see e.g. [14], as follows

Ddist ¼
1

Np
ffiffiffiffiffiffi
Nd
p

XNp

j¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XNd

n¼1

pjn � pn

� �2

vuut ; ð7Þ

where Np is the swarm size, Nd is the dimensionality of the problem and p is the
average point. Originally this diversity measure uses the length of the longest
diagonal in the search space instead of

ffiffiffiffiffiffi
Nd
p

. However, the original definition

Fig. 4 The methodology of distinguishing particles’ performance outside the area covered by the
definition of Jc
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cannot be applied to swarms with at least one unbounded search direction which is
the case in all discussed here systems. If more insight into separate dimensions is
needed, a slightly different diversity measure could be used. It contains standard
deviations of proposed solutions that can also be merged into a single formula by
calculating their mean value per dimension

Dstd ¼
1

Nd

XNd

n¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Np

XNp

j¼1

pjn � pn

� �2

vuut : ð8Þ

By monitoring the evolution of inner sums in (8) one can detect dimensions
with poor convergence. If the swarm does not calm down in selected dimensions, it
could suggest that the problem is ill-posed for these dimensions. Such a lack of
convergence in selected dimensions can also be intensified by measurement and
system noises. Possible solutions are rethinking parameters to be optimized and/or
redefining the fitness function.

3 Simultaneous Tuning of Cascaded PI Position and Speed
Controllers

There exist numerous analytical and experimental methods for effective PID
tuning in a cascaded position, speed and torque control system frequently used in
servo drives. Just to mention some of them: modulus and symmetrical optimum
methods (Kessler’s criteria) [15], Ziegler-Nichols method [16] with different
tuning charts, e.g. Pessen recipe, Seborg et al. recipes (some-overshoot rule,
no-overshoot rule), Tyreus-Luyben tuning chart. In most cases the resulting con-
trol quality is sufficient and there is no need for more elaborated tuning procedures.
The example of PSO for a BLDC servo drive serves here only illustrative
purposes. However, some easily identifiable advantages of the evolutionary gra-
dientless optimization are present in contrast to the abovementioned methods: the
optimizer can work with any user-defined performance index and simultaneous
tuning of more than one out of the cascaded controllers is possible. These prin-
ciples have already been used in [17] for optimizing a cascaded PI control
structure with respect to the H1 norm. Moreover, the process and the control
system can be modeled in any drag-and-drop environment and can include all
crucial nonlinearities, i.e. controller saturation and anti-windup, and parasitic
effects as the measurement noise.

The dynamics of a three-phase brushless DC machine can be numerically
modeled using following mathematical description
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uaðtÞ ¼ L diaðtÞ
dt þ RiaðtÞ þ ea aeðtÞ;xmðtÞð Þ

ubðtÞ ¼ L dibðtÞ
dt þ RibðtÞ þ eb aeðtÞ;xmðtÞð Þ

ucðtÞ ¼ L dicðtÞ
dt þ RicðtÞ þ ec aeðtÞ;xmðtÞð Þ;

8
>><

>>:
ð9Þ

where

ex aeðtÞ;xmðtÞð Þ ¼ KBLDCkex aeðtÞð ÞxmðtÞjx¼a;b;c: ð10Þ

The electromagnetic torque produced in the machine can be calculated using
formula

Te tð Þ ¼

P
x¼a;b;c

ex ae tð Þ;xm tð Þð Þix tð Þ

xm tð Þ ; ð11Þ

where ex x ¼ a; b; cð Þ is the phase back-EMF voltage, KBLDC is the back-EMF
constant, kex x ¼ a; b; cð Þ is the ideal trapezoidal shape function, L and R denote the
stator inductance and resistance, ae ¼ pam is the electrical rotor angle equal to the
mechanical rotor angle am multiplied by the number of pole pairs, xm is the rotor
angular speed. If the motor is electronically commutated in such a way that the
current flows only through two phases, its dynamics can be modeled using
equations similar to the ones describing a brushed DC machine

uBLDCðtÞ ¼ 2L
diBLDC tð Þ

dt
þ 2RiBLDC tð Þ þ 2KBLDCxm tð Þ ð12Þ

Te tð Þ ¼ 2KBLDCiBLDC tð Þ ð13Þ

accompanied by the Newton’s law for rotation

Te tð Þ ¼ J
dx tð Þ

dt
þ Tload tð Þ þ Fvxm tð Þ; ð14Þ

where Tload is the load torque and Fv is the viscous friction coefficient. The BLDC
servo drive considered here consists of a hypothetical converter-fed motor
equipped with a torque/current PI control loop, tuned with the help of the modulus
optimum method, and a cascaded speed and position PI controllers. Parameters of
the drive are given in Table 1. All controllers include standard anti-windup
algorithm depicted in Fig. 5. Input signals of the speed and torque controllers have
per-unit values with the motor nominal values as the base ones. The input of the
position controller is left unscaled. The model of the servo drive is then connected
to the PSO (Fig. 6) and a performance index is defined as follows

JBLDC
c ¼ Ts

tstop

X
tstop

Ts

k¼1

ðf BLDC
1 kð Þe2

a kð Þ þ f BLDC
2 kð Þ DT ref

e kð Þ
� �2

þ f BLDC
3 kð Þe2

a kð ÞÞ;

ð15Þ
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where the function f BLDC
1 introduces penalty for position control error after the

time equal to a theoretical time needed to travel a test angle under assumption that
the only physical limits are these related to maximal absolute values of electro-
magnetic torque and angular speed, the function f BLDC

2 switches off the penalty for
reference torque variations during transients forced by the test reference speed and
test disturbance torque, and the function f BLDC

3 penalizes for an overshoot.
For the discussed PI controllers tuning task, each particle is a vector of can-

didate settings for both controllers. These settings can be explicitly stored as the
vector components. However, it has been tested that in some tuning problems it is
easier and sometimes also more effective to perform the search in an exponential
scale. For the purpose of this search, the particle is a vector

pBLDC ¼ log10kPx; log10kIx; log10kPa; log10kIa½ �; ð16Þ

Table 1 Parameters of the torque controlled BLDC drive

Parameter Value Units

Nominal angular speed 15 rad � s�1

Nominal voltage 24.6 V
Nominal current 3.33 A
Nominal torque 4 N �m
Back-EMF constant KBLDC 0.6 Wb
Resistance R 1 X
Inductance L 2.5 mH
Moment of inertia J 0:0075a kg �m2

Viscous friction Fv 0:0133b N �m � s � rad�1

Converter gain 32 V
Switching frequency 2 kHz
Delay introduced by the modulator 250c ls
Controller sampling time 500c ls
Current acquisition delay 125c ls
a including some hypothetical driven machine
b 20 % of the nominal torque at the nominal speed (incl. some hypothetical driven machine)
c delays discussed in [18] and taken into account when applying the modulus optimum method

Fig. 5 Discrete implementation of a PI controller with saturation and anti-windup (conditional
integration algorithm): kP—proportional path gain, kI—integral path gain, Ts—controller
sampling time, umin and umax are minimal and maximal control signal levels
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where kPx, kIx, kPa and kIa are the controllers’ gains. The swarm consists of 30
particles and is stopped arbitrary after 100 iterations. The diversity (7) and stan-
dard deviations present in (8) are inspected visually. In the case of any stochastic
search algorithm each search attempt is unique due to the presence of random
variables in the speed update rule (1). It is recommended to repeat several times
the search, to be able to assess how conditioned the problem is. If the search
process is repeatable in terms of a final position of the swarm, the optimization
task is well-posed. For illustrative purposes selected iterations are shown in
Figs. 7, 8, 9. The evolution of the performance index JBLDC

c for the gbest solution
is depicted in Fig. 10. However, the most informative are standard deviations
shown in Fig. 11. They clearly indicate that the solutions proposed by the swarm

Fig. 6 The BLDC servo drive connected to the PSO system
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for the quadruple of controller gains are convergent except the gain kIa in the
integral path of the position controller. The reason for this is that in the test
scenario used for assessing a particle the dominant term comes from a steady state
error for a constant reference. A physical integration present in the plant, since the
angular position controlled in the outer loop is the integral of the speed controlled
in the inner loop, is then sufficient to accomplish the objective. It should be noted
that the proposed gbest for kIa is near zero (see Fig. 9). The dynamics of the system
for the gbest after 100 search iterations is illustrated in Fig. 12. The swarm has
identified that the assumed controller topology is excessive for this task. The
behavior of the swarm illustrates its ability to prompt to the designer potential
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further refinements of the assumed topology. This can be especially helpful when a
controller for a gray-boxed or a black-boxed plant has to be designed. Obviously,
there is a possibility to extend such a random search into simultaneous topology
selection and gain tuning. Two typical situations could be addressed: optimization
of a semi-fixed-structure controller or selecting the best fixed-structure controller
from a set of predefined structures. The former refers, e.g., to determining the
number of neurons in a neurocontroller. The control structure is fixed—the type of
artificial neural network is assumed to be fixed—the only decision variable related
to the structure is the number of hidden neurons. On the other hand, the latter
refers to a situation where a set of structurally different controllers is tested by the
particles, i.e. one entry of the particle vector is a pointer to a set of predefined
structures. This is especially useful for black-boxed plants when little or no
information about the dynamics of the process is available. The designer can then
define a set of potentially applicable control structures: cascaded PIs, augmented-
state feedback controllers, various neurocontrollers, iterative learning controllers,
repetitive controllers, etc. The PSO will then find the most suitable one for a given
black-boxed process.

4 Adaptive Online Trained Speed Neurocontroller

Nonlinear and adaptive speed controllers are often used to cope with inertia
variations present in many applications. A robotic arm or an electric vehicle
carrying various loads can serve as the examples. A direct method assumes
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introduction of an inertia estimator into the system (see e.g. [19]). In indirect
methods no inertia is estimated explicitly. These methods usually take advantage
of introducing nonlinearity into the controller with the intention to reduce sensi-
tivity to variations of plant parameters. Fuzzy logic (FL), artificial neural networks
(ANN) and their combinations are commonly used for implementation of non-
linear controllers. This nonlinearity can be static, i.e. determined in an offline
optimization procedure, or can be tuned continuously during the regular operation
of a drive. A fairy representative examples of online and offline trained neuro-
controllers can be found in [20–28]. The online trained neurocontrollers offer
natural capability of adaptation. A learning algorithm is kept active during regular
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operation of the drive [29, 30]. It has been already identified that the resilient
backpropagation Rprop algorithm possesses properties that are especially useful
if real-time training is considered. The algorithm is less sensitive to noise in
comparison to the original backpropagation algorithm because it takes into account
only a sign of the gradient. In many tests the Rprop outperforms other first-order
training algorithms in terms of convergence [31]. An Rprop modification known
as the Rprop with weight-backtracking [31] has been selected in this study. Its
pseudocode is as follows:

where E is the cost function (usually MSE), wij is the weight of a neural
connection, dmin and dmax are allowable minimal and maximal absolute values of
Dwij, dij is the current weight change, g� and gþ are decrease and increase factors
for dij.

If a speed control task is considered and no repetitiveness of this process is
assumed (see [32] for more details), the cost function is as follows

ESPEED
ANN kð Þ ¼ 1

2
xref

m kð Þ � xm kð Þ
� �2

: ð17Þ

It has been tested in several different systems that the most crucial settings are
dmax, g� and gþ as far as the training process is equivalent to the control task.
Other parameters as the number of neurons, the length of the tapped delay line
(TDL) or dmin are easy to tune using the guess and check method. The latter can
usually be set to zero or to a very small positive value. Some recommendations on
dmax; g� and gþ potentially working settings are available in the literature (e.g.
[31]). They are reported as suitable for selected offline benchmarks. It was verified
that these recommendations cannot be easily extended to online tasks. This only
shows that any optimization task is always problem specific (see Sect. 2) and
parameters of the Rprop have to be adjusted for a given drive system. Some level
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of automatism can be easily achieved by employing the swarm-based optimization
as reported in [33].

For illustrative purposes the controller shown in Fig. 13 has been implemented
in a hypothetical drive (Fig. 14) suitable for a passenger city car (of assumed total
mass variations equal to 1; 500 ffi 300 kg) and then has been optimized using a
user defined performance index. Each particle is a vector

pSPEED ¼ g�; gþ; dmax½ � ð18Þ

of candidate settings for the Rprop adaptation rule. There exist clear search
boundaries resulting from the Rprop itself. Absorbing walls have been introduced
to limit the search to acceptable regions and they are as follows

Fig. 13 Topology of the speed neurocontroller for normalized signals with xmN and TeN

denoting nominal speed and torque values

Fig. 14 Adaptive neurocontroller as a part of a vehicle’s control system (FFNN stands for the
feed-forward neural network)
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0\g�\1
gþ[ 1
dmax [ 0

8
<

: ð19Þ

The swarm consists of 27 particles rated according to the following perfor-
mance index

JSPEED
c ¼ Ts

tstop

X
tstop

Ts

k¼1

f SPEED
1 kð Þe2

x kð Þ
�

þ f SPEED
2 kð Þ DT ref

e kð Þ
� �2

þ f SPEED
3 kð Þe2

x kð Þ
�
;

ð20Þ

where f SPEED
3 detects overshooting. The performance index has been changed in

comparison to the one proposed in [33] so as to test whether a performance index
similar to the one used in Sect. 4 can produce satisfactory results. In the previous
work, an expert knowledge about the controller has been incorporated into the
performance index definition. Here this knowledge is neglected, i.e. no special
measures during the rating related to random initial weights of ANN are taken. The
system is assumed to be black-boxed. Variations of the vehicle inertia have been
included in the test scenario to optimize the controller for anticipated operating
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conditions. The evolution of the swarm is illustrated in Fig. 15. The performance
of the drive along with the switching functions used in (20) is shown in Fig. 16.
The speed overshoot visible in Fig. 16 during the first acceleration is the result of a
random initial weights of the neurocontroller. The training procedure needs some
transients on speed to be able to identify the dynamics of the plant. After one
vehicle braking no subsequent significant overshoots occur.

5 Augmented Full-State Feedback Controller
for a Three-Phase Inverter

Oscillatory controllers have proven to be one of the highest performance alter-
natives for AC voltage control in many applications, including grid converters,
active power filters and sine wave inverters. Examples of such solutions are
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Fig. 16 Response of the drive with the speed neurocontroller tuned by the PSO—moment of
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320 B. Ufnalski et al.



described in [34–38]. The solution considered here relies solely on the LQR design
method and has been proposed in [39]. A full-state feedback controller with a state
vector augmented to include integral plus multiple oscillatory actions has been
implemented in the dq0 rotating reference frame with all its gains calculated in one
pass using the LQR approach. The LQR design method is known to deliver good
performance in practical systems. The resulting system is inherently stable and the
controller is relatively simple in coding. The procedure comes down to preparation
of a state-space description of an augmented system (plant plus auxiliary controller
states), setting weighting matrices in the quadratic cost function and calling the
function that solves analytically the optimization problem, known as the discrete-
time algebraic Riccati equation (DARE). A three-phase four-leg inverter with an
output LC filter depicted in Fig. 17 is considered as the plant to be controlled.
Therefore, its mathematical model in the dq0 rotating reference frame is as follows

d
dt

xf tð Þ ¼ Acont
f xf tð Þ þ Bcont

f u tð Þ þ Econt
f z tð Þ; ð21Þ

Fig. 17 Three-phase four-leg inverter with LC filter and augmented full state feedback controller

9 Advanced Control and Optimization Techniques 321



where

Acont
f ¼

� Rf

Lf
x1 0 � ki

kuLf
0 0

�x1 � Rf

Lf
0 0 � ki

kuLf
0

0 0 � Rfþ3Rn

Lfþ3Ln
0 0 � ki

kuðLfþ3LnÞ
ku

kiCf
0 0 0 x1 0

0 ku
kiCf

0 �x1 0 0

0 0 ku
kiCf

0 0 0

2
66666666664

3
77777777775

ð22Þ

Bcont
f ¼

kdcki
Lf

0 0

0 kdcki
Lf

0

0 0 kdcki
Lfþ3Ln

0 0 0
0 0 0
0 0 0

2
66666664

3
77777775

ð23Þ

Econt
f ¼

0 0 0
0 0 0
0 0 0
� ku

Cf
0 0

0 � ku
Cf

0

0 0 � ku
Cf

2
66666664

3
77777775

ð24Þ

and

xf ðtÞ ¼ imsrd
Ld tð Þ; imsrd

Lq tð Þ; imsrd
L0 tð Þ; umsrd

Cd tð Þ; umsrd
Cq tð Þ; umsrd

C0 tð Þ
h iT

ð25Þ

u tð Þ ¼ ud tð Þ; uq tð Þ; u0 tð Þ
� �T ð26Þ

z tð Þ ¼ iod tð Þ; ioq tð Þ; io0 tð Þ
� �T

; ð27Þ

where Lf ;Rf ; Ln;Rn;Cf and x1 denote respectively inductances and resistances of
phase and neutral filter legs, capacitance of the filter, and angular speed of the
reference frame dq0 equal to the fundamental angular frequency of the desired
output voltage. The load current vector z tð Þ represents the unmeasured disturbance.
This description already accommodates ku, ki, kdc gains that model current and
voltage transducers, and the voltage source inverter, respectively. The superscript
�msrd denotes the output signal of a measurement transducer. Thereafter, auxiliary
states are introduced to achieve control objectives, i.e. zero steady-state error for
the reference frequency and good disturbance rejection for the anticipated load
current dominant harmonics. Thus, the auxiliary state variables are as follows
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d
dt

x0 tð Þ ¼ e tð Þ ð28Þ

with

e tð Þ ¼ ½umsrd
Cd tð Þ � uref

d tð Þ|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
edðtÞ

; umsrd
Cq tð Þ � uref

q tð Þ
|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

eqðtÞ

; umsrd
C0 tð Þ � uref

0 tð Þ|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
e0ðtÞ

�T ð29Þ

and

d
dt

x1 tð Þ ¼ x2 tð Þ
d
dt

x2 tð Þ ¼ �x2 x1 tð Þ þ e tð Þ;

8
><

>:
ð30Þ

where x is the desired resonant angular frequency and e tð Þ denotes a selected
control error component from (29). The number and the value of resonant angular
frequencies x are selected individually for each voltage component and have to
reflect anticipated load current harmonics seen in the dq0 reference frame. The
integral term can be regarded as the special case of the oscillatory term with zero
resonant frequency. As a result, the auxiliary subsystem can be categorized as a
sole multi-oscillatory (MOSC) subsystem

d
dt

xx tð Þ ¼ Acont
x xx tð Þ þ Bcont

x e tð Þ; ð31Þ

where the auxiliary state vector xx refers to all three voltage components and
accommodates any desired frequency from available bandwidth. The auxiliary
states are merged with the plant states and the augmented state matrix and the
input matrix are composed as follows

Acont ¼ Acont
f 0

0 Bcont
x

� �
Acont

x


 �
ð32Þ

Bcont ¼ Bcont
f ; 0

h iT
: ð33Þ

This description is then transformed into the discrete-time domain using ZOH
method and weighting matrices Q and R have to be determined in the quadratic
cost function

JLQ ¼
X1

k¼1

xT kð ÞQx kð Þ þ uT kð ÞRu kð Þ
� �

ð34Þ

being the part of the LQR definition. The dynamics of the non-disturbed aug-
mented full-state feedback system

x k þ 1ð Þ ¼ A� BKð Þx kð Þ ð35Þ
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for the zero reference signals is then shaped by K designed using the LQR method.
Selecting Q and R is the crucial step and in the most common approach of
guessing and checking this step involves an expert knowledge combined with
usually numerous trials. Moreover, the resulting controller though optimal
according to (34) is not optimal according to commonly used control performance
indices as (3), (4) or (5). On the other hand, with the help of a population based
optimizer, a full-state feedback controller can be tuned according to a user defined
cost function [40–42]. It has been verified that in the case of the discussed con-
troller the performance index

JLQR
c ¼ Ts

tstop

X
tstop

Ts

k¼1

eT kð Þe kð Þ þ bDuT kð ÞDu kð Þ
� �

; ð36Þ

where b is the weighting factor that directly influences dynamics of the control
signal by penalizing this dynamics, is able to produce practical controller gains
applicable in the real system in the presence of a measurement noise. In the
discussed system the LQR design approach has been kept. However, it should be
noticed that a swarm could also perform direct search for K entries [40] or closed-
loop poles [41]. If no presumptions concerning the poles or the gains are available,
the LQR approach seems to be the most effective if the convergence rate of the
stochastic search is taken into account. This conclusion is similar if the augmented
state feedback controller is tuned by the human using a trial and error method.

The optimization takes place in offline mode on numerical model of the
physical converter with parameters as in Table 2. The method has been verified for
the case of the auxiliary states covering 2nd, 3rd, 4th, 6th, 8th, 9th, 10th and 12th
harmonic in the dq paths and 1st, 3rd, 5th, 6th, 7th, 9th, 11th and 12th harmonic for

Table 2 Selected parameters of the laboratory setup

Symbol Value and units Description

DSC TMS320F28335 Digital signal controller (150 MHz)
Un 325 V Nominal output voltage amplitude
x1 2p�50 s-1 Output reference angular frequency
fPWM , Ts 10 kHz, 100 ls Switching frequency, sampling time
Dead-time 1.3 ls Dead-time for IGBT gate signals
UDC 620 V DC-link voltage
Lf 250 lH Inductance of the phase leg
Rf 165 mX Series resistance of the phase leg
Cf 85 lF Capacitance of the output filter
Ln 250 lH Inductance of the neutral leg
Rn 165 mX Series resistance of the neutral leg
ku 1=Un Voltage transducer gain
ki 0.01 A-1 Current transducer gain
kdc UDC Voltage source inverter gain
Noise 1 % Measurement noise level
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the 0-component. The auxiliary states related to integral actions for all error
components are also included. This produces the 59-dimensional optimization
problem: 3 entries of R and 57 entries of Q with one entry set arbitrary to 1 as
scaling of (34) does not influence the result. The entries in Q are related to: 6
measured state variables, 3 integral actions and 2 � 3 � 8 oscillatory state variables.
It has been decided to merge selected search dimensions to get less challenging
problem from wall-clock time perspective. First of all, the Bryson’s rule [43] has
been applied to normalize the weighting entries of Q and R. Next, penalties are not
varied for a given harmonic (regardless to its occurrence in the different axis).
Moreover, it has been tested that the search performed in an exponential scale is
more effective in comparison to the search in a linear scale. This gives entries with
the decision variables as exponents, e.g. for 3rd harmonic of the form of 32x2

110q3

and 10q3 for the two auxiliary states introduced by the oscillatory term. The
optimization can then be run in 15D space. The particle is a vector

Fig. 18 The order of performance regions for the LQR

Fig. 19 PSO connected to the numerical model of the three-phase four-leg inverter with the
output LC filter
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Fig. 20 Initial position of the swarm—the bigger in diameter black dot denotes gbest
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−10
0

10

−10
0

10
−10

0

10

q 0

q
L

q
C −10

0
10

−10
0

10
−10

0

10

q 3

q
1

q
2 −10

0
10

−10

0
10

−10

0

10

q 6

q
4

q
5

Fig. 22 Velocity vectors of the particles at 15th iteration
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Fig. 25 The test load current (phase a)

0 10 20 30 40 50 60 70

−20

−15

−10

−5

0

5

10

15

20

absorbing wall

absorbing wall

swarm iteration number  i

q C
  (

al
l p

ar
tic

le
s 

an
d 

th
e 

gb
es

t)

Fig. 24 The evolution of gbest (curved line) and the swarm position (dots) over optimization
iterations for qC
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Fig. 26 The performance of the system optimized according to the performance index JLQR
c —
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9 Advanced Control and Optimization Techniques 327



pLQR ¼ qL; qC; q0; q1; . . .; q12½ � ð37Þ

of candidate exponents determining weighting coefficients for the LQR cost
function (34). All search directions could have been left unconstrained because of
lack of clear physical boundaries. The entries of Q are positive for any real-valued
particle (37). However, the absorbing walls have been introduced at -15 and 15 to
turn the particles back to practical search regions. The walls have been set with
considerable surplus according to the experience gathered during previously used
trial and error tuning method. Particles that cannot be rated using (36) are handled
as in Fig. 18. The swarm of 50 particles is connected to the numerical model of the
system as in Fig. 19. Envelopes of the reference voltages seen in natural reference
frame are shaped using a first order lag element (see Fig. 2) with a time constant of
0.05 s to avoid excessive contribution to the performance index due to zero initial
conditions for the LC filter. Alternatively, a switching function could be intro-
duced in (36) as discussed in Sect. 1.

Position and speed graphs have been broken into 3D plots. An illustrative
selection of such graphs is shown in Figs. 20, 21, 22 and 23. The evolution of the
swarm in one selected dimension is shown in Fig. 24. The performance of
the resulting system under the load current from Fig. 25 is shown in Fig. 26. The
obtained matrix K is transferred to the physical controller without any further
alterations. Selected parameters of the laboratory setup are given in Table 2. The
tuning procedure from the designer side is only one-dimensional and finding a
good b for (36) that produces desired behavior of the physical system usually takes
less than five trials. The performance of the physical system under nonlinear loads
is illustrated in Figs. 27 and 28. The transient state caused by the step resistive
load in one phase (and no-load operation of other phases) is shown in Fig. 29. The
harmonic contents are compared in Table 3.
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Fig. 27 Output voltage uCa; uCb ; uCcð Þ and output current ioað Þ waveforms under the three-pulse
diode rectifier load: UCa ¼ 230 Vrms, Ioa ¼ 14:14 Arms, THDUCa

¼ 1:58 %, THDIoa
¼ 179 %
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6 Conclusions

Nowadays, control systems become more and more elaborated and related tuning
procedures often require theoretical insight into the system. And even then, ana-
lytical tuning procedures available for these systems usually forces a designer to
guess some parameters that are needed as their input arguments. Also often these
arguments do not directly shape the dynamics of the closed-loop system, and
consequently achieving the desired behavior of the system is not a straightforward
task. That is why still cascaded PI controllers are dominant in the industrial
practice. They earn their popularity because of relatively simple tuning methods
and low computational complexity. Theoretically, any controller tuning task can
be redefined into a performance index optimization problem. Relevant controller
settings turn into decision variables. Such an optimization problem can be solved
with little or no insight into the system by using gradientless population-based
optimizers. This approach can be applied to problems that do not have yet an
analytical solution as well as to problems that do have one. In the case of the latter
this can result in much more straightforward procedure from the designer point of
view in comparison to the original analytical solution. It has been illustrated that a
swarm of particles can support control engineers in a simultaneous tuning of

Table 3 Harmonic spectra of the output voltage uCað Þ and the load current ioað Þ

Open loop
operation under
3-pulse diode
rectifier load

Closed loop
operation under
3-pulse diode
rectifier load

Closed loop
operation under
6-pulse diode
rectifier load

Urms ¼ 227 Vrms Urms ¼ 230 Vrms Urms ¼ 230 Vrms
Irms ¼ 12:24 Arms Irms ¼ 14:14 Arms Irms ¼ 15:11 Arms

THDU ¼ 4:38 % THDU ¼ 1:58 % THDU ¼ 1:68 %

THDI ¼ 152 % THDI ¼ 179 % THDI ¼ 105 %

U1 ¼ 227 Vrms U1 ¼ 230 Vrms U1 ¼ 230 Vrms
I1 ¼ 6:14 Arms I1 ¼ 6:42 Arms I1 ¼ 10:38 Arms

h U (%) I (%) U (%) I (%) U (%) I (%)

1 100 100 100 10 100 100
2 0.574 92 0.410 95 0.313 14
3 3.149 80 0.226 86 0.339 5
4 0.612 64 0.128 76 0.139 13
5 0.697 48 0.534 64 0.484 79
6 2.054 32 0.063 52 0.129 2
7 0.190 19 0.276 38 0.558 58
8 0.064 10 0.152 27 0.125 4
9 0.728 7 0.121 17 0.037 3

10 0.081 8 0.110 11 0.092 3
11 0.218 8 0.102 8 0.114 27
12 1.488 7 0.031 8 0.094 1
13 0.163 5 0.163 9 0.212 12
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cascaded controllers, in identifying potential excessiveness of a control structure
(as in Sect. 4), in reducing dimensionality of the problem in terms of number of
parameters that have to be passed to the function by the user (as in Sect. 6).
Moreover, swarms are extremely useful when a user-defined performance index
should be addressed in the system and analytical solution has not been yet
developed. It has been shown that swarms can help to tune adaptive neurocon-
trollers (as in Sect. 5) that otherwise would have to be tuned by using a time-
consuming trial and error method accompanied by an expert knowledge. It should
be noted that the PSO is itself a trial-and-error-like method. However, points that
are to be visited in the solution space are determined by the swarm itself in the
iterative manner. The visual inspection of a performance often used during human
made trials is replaced by rating solutions according to a user defined real-valued
performance index. In most practical engineering problems no analytical solution
is expected as far as stochastic search is able to deliver good suboptimal solution
and this turns out to be achievable if some basic expert knowledge is incorporated
into the performance index definition.
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Chapter 10
Space Vector Modulation in Three-Phase
Three-Level Flying Capacitor Converter-Fed
Adjustable Speed Drive

Sebastian Styński and Mariusz Malinowski

Abstract This Chapter is devoted to the Space Vector Modulation (SVM) in
three-phase three-level Flying Capacitor Converter (FCC) fed adjustable speed
drive (ADS). First, the classical and adaptive SVM are described. The adaptive
SVM provides reduction of number of switching in the whole linear range of the
converter operation because minimal number of vectors is used in each modulation
region. As result, switching losses in FCC are reduced in comparison to the
classical SVM and thus, the converter efficiency is increased. Next, elimination of
DC sources unbalance in full range of operation of the FCC is presented. The
minimization of the flying capacitors voltages pulsation is obtained by the com-
pensation of flying capacitors voltages balancing delay based on prediction of
those voltages values in next modulation period. Finally, taking to account the
requirements of the demanding ASD application: low speed operation without
phase current distortion and the high speed operation over the linear range of the
converter with reference output voltage amplitude, the additional features for both
modulation techniques: the dead-time effect and semiconductor devices voltage
drop compensation as well as the overmodulation algorithm are shown.

1 Introduction

Recent advances in the energy conversion area (e.g. Distributed Power Generation
systems, traction and Adjustable Speed Drives (ASD)) show a focus trend in the
Voltage Source Converters (VSC) [1–5]. Generally we can distinguish two groups
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of VSC: two-level and multilevel. Two-level converter is well known topology
used for a long time by industry. Multilevel converter is also not new topology,
some of converters are known since 1960s, but they were not used by industry
until recently by some of technological barrier. Two technology breakthroughs of
the electronic industry have enabled this remarkable development:

• the introduction of modern IGBTs on the market enabled the manufacturing of
reliable, robust and low cost VSC modules which allow to construct VSC
working with increased voltage and current ratings,

• the introduction of low cost digital signal microprocessors and FPGA for real
time applications allowed the successful implementation of complex vector
control schemes for VSC.

The idea of multilevel VSC is based on series connection of semiconductor
devices with more than one DC voltage source. The multilevel VSC operation
above typical semiconductor voltage limits with reduced voltage stress, lower
common mode voltages, reduced harmonics distortion and lower filter require-
ments are some of the well known advantages that have made this topologies
popular for research and industry. Lately, the multilevel VSC topologies fed three-
phase ASD have become attractive for the medium and high power conversion [6,
7]. Especially two three-level topologies are now used in the three-phase ASD
industrial applications: the Diode Clamped Converter (DCC), proposed in 1981 by
Nabae and Takahashi [8] and the Flying Capacitor Converter (FCC), proposed in
1991 by T. A. Meynard and A. Foch [9].

The three-phase three-level DCC is most popular in the ASD industrial applica-
tion. In the DCC, the DC-link capacitors voltage balancing depends on the switching
states in all phases. However, many DC voltage sources causes problem of capacitors
utilization in full range of the converter operation. For example, in three-phase three-
level DCC for high modulation index and for higher number of levels, even with
sophisticated Pulse Width Modulation (PWM) techniques, bringing DC-link
capacitors voltage difference to zero is difficult [10–15]. Hardware solutions (such as
passive voltage balancing with parallel resistors) or introducing additional virtual
switching states may have detrimental effects on the ASD efficiency [12, 13, 16]. To
solve this problem, for higher number of levels, the Active DCC topology was
introduced by ABB [17, 18]. This five-level hybrid topology combines flexibility of
the FCC with the robustness of the industrial DCC to generate multilevel voltages.
However, it cannot be used for commonly three-level applications.

From other hand FCC topology typically is used in active filtering [19, 20]
because the flying capacitors (FCs) voltage balancing in one phase is independent
of switching states in other phases [9, 21–24]. It means, that each phase can be
considered separately and in that case the FC’s voltage balancing does not depend
on the value of modulation index, only on the current flow direction. In com-
parison to the DCC this is an advantage of the FCC topology, because the FC’s are
used for output voltage generation in full converter operation range, except six step
operation. Thus, the three-phase three-level FCC can be an important alternative to
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the three-phase three-level DCC in ASD application especially in aspect of
capacitors utilization in full range of operation.

In the typical active power filter application of the FCC, usually for each phase
Carrier-Based PWM (CB-PWM) is applied [25–28]. Therefore, the SVM tech-
niques where not developed for the FCC as widely as for the DCC, and only
several works describing this issue in classical approach can be found [24, 29–33].
However it should be noted that various SVM strategies of selecting the vectors
order exist for multilevel converters. Strategy selection will affect the harmonic
content and the switching losses [34–36]. Especially, SVM techniques which
minimize number of switching and as consequence, the switching losses were not
published for the FCC—only a few works exist in this subject [24, 33].

This chapter is devoted to SVM in three-phase three-level FCC fed ASD. First,
the classical and adaptive SVM, which minimizes number of switching and as
consequence, reduces the switching losses in FCC are described. Next, elimination
of DC sources unbalance in full range of operation of the VSC and minimization
of the FCs voltages pulsation is presented. Finally, taking to account the
requirements of the demanding ASD application: low speed operation without
phase current distortion and the high speed operation over the linear range of the
converter with reference output voltage amplitude, the additional features for both
modulation techniques: the dead-time effect and semiconductor devices voltage
drop compensation as well as the Overmodulation algorithm are shown.

2 Space Vector Modulation in Flying Capacitor Converter

2.1 Introduction

Modulation techniques for VSC are responsible for generation of average output
(represented by different width of short voltage pulses) voltage with proper bal-
ancing of the additional DC voltage sources for multilevel converters. Depending on
VSC topologies and switching frequency numerous PWM techniques can be listed
[26]. Among them two kinds of PWM are used for FCC: CB–PWM [25–28, 37]
and SVM [29–33].

The operation principle of CB-PWM bases for each phase on comparison of
reference sinusoidal output phase voltage signal ux,ref, where x is the phase of the
system with the triangular carrier signals. As result, the width of output pulses is
proportional to the reference signal and the output voltage harmonics are con-
centrated around doubled carrier signal frequency and their multiplication. The
multilevel converter needs n–1 triangular carrier signals, where n is number of
levels. Thus, two carrier signals are used for the three-level converter. Depending
on mutual location of carrier signals two general groups of the CB-PWM can be
listed: Phase Shifted [27, 38] and Level Shifted PWM [28]. The Phase Shifted
PWM carrier signals are shifted in phase by 360�/(n-1). The Level Shifted PWM
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carrier signals are level shifted in mean of average voltage level value. Phase
Shifted PWM is widely used in FCC due to automatic self-balancing of FC
capacitors [39]. For Level Shifted PWM three modifications based on carrier
signals phase shifting are known, however they do not provide automatic self-
balancing of FC capacitors.

The three-phase VSC output phase voltage maximum instantaneous value is 2/3
of DC-link voltage in so-called six step or square wave mode operation [21]. The
maximum possible modulation index for six step operation is M = n-1. However,
the linear modulation range of the VSC for CB-PWM with sinusoidal reference
output phase voltage signal ux,ref is limited to M \ 0.785(n-1). To extend con-
verter linear range of operation in the CB-PWM up to M = 0.907(n-1), the Zero
Sequence Signal (ZSS) of 3rd harmonics frequency is added to sinusoidal reference
output phase voltage signal ux,ref [21, 40]. If neutral point of ASD is not connected
to the DC-link midpoint, the phase current depends only on phase-to-phase voltage.
In such case, the ZSS does not produce phase voltage distortion, however current
harmonics are changed. The most known ZSS bases on sinusoidal signal with 1/4
and 1/6 amplitude of the fundamental harmonics. The 1/4 amplitude provides
minimum phase current harmonics [41] while the 1/6 amplitude provides maximal
converter linear range of [42]. It should be noticed that the triangular ZSS with 1/4
amplitude generates the same output voltage as the SVM with symmetrical vector
placement.

The second kind of mostly used PWM is SVM [21, 43]. The three-phase
circuit—due to space vector theory—can be described in stationary rectangular
coordinate system. Thus, the three-phase VSC can be described in ab plane as
switching state representation of Space Vector. As it was mentioned before, the
SVM techniques where not widely developed for the FCC, usually in the typical
active power filter application for each phase CB-PWM is applied [25–28]. Thus,
only several works describing this SVM issue in classical approach can be found
[24, 29–33]. However, recent advances and constant development of the digital
signal processing systems (allowing high precision digital implementation of
complex control algorithms) contributed to this, that the SVM gained superior
position for research and industry. The digital implementation of SVM is
characterized by its simplicity. Therefore, the SVM is a good alternative for the
CB-PWM in the modern three-phase FCC fed ASD application.

For multilevel converters various SVM strategies of selecting the vectors order
exist. Strategy selection can affect—in the same way as the CB-PWM—the har-
monic content and the switching losses [34–36]. The SVM FC voltage balancing
mostly depend on selection of redundant vectors [22, 23, 43]. Thus, to reduce
switching losses with proper FC voltages balancing, only minimal number of
vectors in each modulation region—typically three—can be applied to the FCC
[13, 35]. The vectors selection is made adaptively to the changes of the FCC
electrical parameters (currents sign and amplitude, FC voltages amplitude etc.)
[13]. In this section the classical and adaptive SVM (CSVM and ASVM,
respectively), which minimizes number of switching and as consequence, reduces
the switching losses in FCC are described.
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2.2 General Description of Space Vector Modulation
for Flying Capacitor Converter

Figure 1 shows the three-level three-phase FCC converter. Each leg consist of four
switches and a Flying Capacitor CFCx.

As far as the FCC three-phase system is assumed to be symmetric, the sim-
plified Clarke transformation from natural abc into stationary ab coordinate sys-
tem can be used. Figure 2 shows graphic representation of the Space Vector ab
voltage plane with possible output voltage vectors of the three-level converter. All
voltage vectors are described by three numbers, corresponding to switching states
in leg a, b and c, respectively. Table 1 presents possible switching states for single
inverter leg. Typically, the FC voltage for the FCC operation should be equal half
of the DC-link voltage. With this condition switching state 1 can be divided into
two redundant states 1A and 1B (highlighted in the Fig. 3) which generates the
same output voltage UFCx = UDC/2. As the output voltage does not depend on the
type of selected state (1A or 1B), they can be used for independent control of UFCx.
To decrease number of commutations only one state for each phase is chosen in
sampling period. Table 2 shows selection between redundant states 1A or 1B
based on the stator current iSx sign.

For the three-phase three-level FCC the twenty-seven voltage vectors V can be
specified, as follows:

• 3 zero vectors (000, 111 and 222),
• 12 internal small amplitude vectors (100, 211, 110, 221, 010, 121, 011, 122,

001, 112, 101 and 212),
• 6 middle medium amplitude vectors (210, 120, 021, 012, 102 and 201),

Fig. 1 Three-level three-phase FCC converter
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Fig. 2 The ab voltage plane
for three-level three-phase
converter

Table 1 Switching states for the three-level FCC leg

Switching states Sx1 Sx2 Ua;UdcN

0 OFF OFF 0
1A ON OFF UDC � UFCx

1B OFF ON UFCx

2 ON ON UDC

Fig. 3 Sector 1 with division
into four regions and all
possible switching states
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• 6 external large amplitude vectors (200, 220, 020, 022, 002 and 022).

External vectors divide vector plane into six sectors: 1–6 (see Fig. 2). Each
sector is divided into four triangular regions. Figure 3 shows sector 1 divided into
four regions with all possible switching states.

The reference Space Vector Uref is described by length and its angle:

Uref ¼
fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl
u2

a;ref þ u2
b;ref

q
; Hm ¼ arctan

ua;ref

ub;ref
ð1Þ

Since each sector encloses in 60�, the Space Vector angle Hm is used to
determine reference Space Vector Uref sector location. To calculate region number
and duration of switching states, a value of modulation index is indispensable.
Modulation index M determines proportion of reference Space Vector Uref length
in respect to the DC-link voltage. There are a few definitions of modulation index:

M ¼
fflfflffl
3
p

Uref

UDC
ðn� 1Þ ð2Þ

where M ¼ 2 when Uref trajectory lies on circumscribed circle in the hexagon,

M ¼ 3Uref

UDC
ðn� 1Þ ð3Þ

where M ¼ 2 when Uref trajectory lies on inscribed circle in the hexagon,

M ¼ pUref

2UDC
ðn� 1Þ ð4Þ

where M ¼ 2 for the square wave operation (six step mode) of the VSC. In further
considerations the (4) definition will be used.

Calculation of the region number of the Space Vector location and duration of
switching states is based on two additional factors, so-called small modulation
indexes. The m1 and the m2 are projection of the reference Space Vector Uref on
the sector sides, limited by external vectors (see Fig. 3) According to the trigo-
nometric dependence, small modulation indexes are calculated as follows:

m1 ¼ Mðcos Hm �
sin Hmfflfflffl

3
p Þ ð5Þ

m2 ¼ 2M
Hfflfflffl

3
p ð6Þ

Table 2 Redundant switching state selection

Conditions iSx\0 iSx [ 0

UFCx\UDC=2 1B 1A
UFCx [ UDC=2 1A 1B
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In each sector calculations carried out to achieve vectors switching times are the
same and the difference is only in power switch selection for the gating signal.
Thus, the reference vector is normalized to the first sector and after evaluation of
vectors switching times a proper transistor switching sequence, for reference
position, is created. Table 3 presents calculation of region number and switching
times in respect to the m1 and the m2.

Depending on placement of zero and internal vectors, the CSVM and their
modifications, like ASVM, can be distinguished.

2.3 Compensation of Flying Capacitor Voltage Balancing
Delays

Regardless of used SVM, control algorithm introduces one period delay between
switching states calculation and its hardware realization. One period delay has a
significant impact on FC voltages balancing through the PWM modulator, which is
based on actual measured values. When the FC balancing is delayed, the FC
voltage ripples are doubled. Therefore, for compensation of the delay effect, the
estimation of the FC voltages instantaneous value was introduced. In the first step,
the UFCx instantaneous value at the end of sampling period is calculated as:

UFCx t þ 1ð Þ ¼ UFCx tð Þ þ iSxðt þ 0:5ÞdTSx

CFC
ð7Þ

where UFCx(t) is measured FC voltage and dTSx is pulse time duration influencing
CFCx voltage. Moreover, the iSxðt þ 0:5Þ is estimated amplitude of measured stator
current iSx tð Þ in the middle of sampling period:

iSx t þ 0:5ð Þ ¼ iSx tð Þ þ iSxðtÞ � iSxðt � 1Þ
TS

ð8Þ

Table 3 Region number and duty cycles calculation

Conditions Region Switching times

m1 [ 1 1st T1 ¼ m1 � 1ð ÞTS; T2 ¼ m2TS

T4 ¼ 2� m1 � m2ð ÞTS; T0 ¼ T3 ¼ T5 ¼ 0
m1\1; m2\1 2nd T2 ¼ ðm1 þ m2 � 1ÞTS; T4 ¼ ð1� m2ÞTS

m1 þ m2 [ 1 T5 ¼ ð1� m1ÞTS; T0 ¼ T1 ¼ T3 ¼ 0
m2 [ 1 3rd T1 ¼ m1TS; T3 ¼ ðm2 � 1ÞTS

T5 ¼ ð2� m1 � m2ÞTS; T0 ¼ T1 ¼ T4 ¼ 0
m1\1; m2\1 4th T4 ¼ m1TS; T5 ¼ m2TS

m1 þ m2\1 T0 ¼ ð1� m1 � m2ÞTS; T1 ¼ T2 ¼ T3 ¼ 0
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where: iSx t � 1ð Þ measured stator current in previous sampling period. In the next
step estimated UFCxðt þ 1Þ instantaneous value of UFCx is used for the FC voltages
balancing selection. This eliminates the delay effect.

2.4 Classical Space Vector Modulation

The CSVM modulation for the FCC uses all possible nearest vectors including
their redundant states (e.g. in sector 1: V1, V2 and V4 in 1st, V2, V4 and V5 in 2nd,
V2, V3 and V5 in 3rd and V0, V4 and V5 in 4th region) for output voltage gen-
eration with symmetrical placement of zero and internal vectors [29–33]. It means
that time T0 dedicated for zero vector is divided by three and each of zero vectors
V0 (000, 111 and 222) are selected for one-third of the T0. Also times T4 and T5 are
divided by two and each of V4 (e.g. in sector 1: 100 and 211) and V5 (e.g. in sector
1: 110 and 221) vectors are selected for half of proper calculated time. The CSVM
provides low phase current distortion due to high number of switching states used
for the output voltage generation (all 7 possible vectors in 4th region and 5 vectors
in regions 1st, 2nd and 3rd are used). The FC capacitors voltages UFCx ripples are
also limited—both redundant states 1A and 1B uses the FC for output voltage
generation. However, high phase current quality results in switching losses.

When the selected redundant state 1A or 1B is changed, the next modulation
period can contain additional switching between sampling periods: two in 2nd and
four in region 1st and 3rd region. These additional switching can damage the
converter—all switches are changing their state what can generate overvoltage. To
eliminate this undesired effect and to provide better switching distribution between
particular switches a modification of switching pattern was introduced (see Fig. 4).
Modified switching patterns of the CSVM always provide 6 switching in 1st and
3rd, 8 switching in 2nd and 12 switching in 4th region.

Figures 5, 6, 7 and 8 presents switching patterns in 1st, 2nd, 3rd and 4th region
in sector 1 for different switching states selected 1A or 1B for all phases,
respectively.

Fig. 4 Modification of switching pattern
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2.5 Adaptive Space Vector Modulation with Reduced
Number of Switching

To reduce switching losses only three selected vectors in each operation region are
applied in modulation period adaptively to the electrical parameters [13, 21, 24,
44, 45]. To achieve this goal two solutions have been used in the ASVM.

The first one—used in all regions—bases on assumption that only one instead
of two states of internal vectors V4 and V5 is applied in each sampling period.
Table 4 shows pairs of internal vectors that should be chosen in each sector.

Fig. 5 Duty cycles for the 1st region in sector 1: a for 1A state selection in each phase, b for 1B
state selection in each phase

Fig. 6 Duty cycles for the 2nd region in sector 1: a for 1A state selection in each phase, b for 1B
state selection in each phase
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Fig. 7 Duty cycles for the 3rd region in sector 1: a for 1A state selection in each phase, b for 1B
state selection in each phase

Fig. 8 Duty cycles for the
4th region in sector 1: a for
1A state selection in each
phase, b for 1B state selection
in each phase
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Those pairs combined with middle and external vectors provide switching
losses reduction. Which pair should be selected depends on their influence on UFCx

values at the end of sampling period. The pair which provide smallest maximum
difference between reference UDC/2 and estimated voltage at the end of sampling
period UFCxðt þ 1Þ for all FCs will be used. The pair selection algorithm is realized
as follows:

1. For each phase the redundant state 1A or 1B is chosen.
2. For each pair, according to the (9) and (10) all FCs voltages at the end of

sampling period are estimated:

UFCx;P1 t þ 1ð Þ ¼ UFCx tð Þ þ iSxðt þ 0:5ÞdTSx;P1

CFC
ð9Þ

UFCx;P2 t þ 1ð Þ ¼ UFCx tð Þ þ iSxðt þ 0:5ÞdTSx;P2

CFC
ð10Þ

where: dTSx,P1 and dTSx,P2 are pulse time duration respectively of pair P1 and P2
influencing CFCx voltage and the iSx t þ 0:5ð Þ is estimated amplitude of measured
stator current iSx tð Þ in the middle of sampling period:

iSx t þ 0:5ð Þ ¼ iSx tð Þ þ iSxðtÞ � iSxðt � 1Þ
TS

ð11Þ

3. For each pair the modulus of the difference between estimated UFCx t þ 1ð Þ and
reference UDC/2 voltage is calculated:

DUFCx;P1 ¼
UDC

2
� UFCx;P1 t þ 1ð Þ

����

���� ð12Þ

DUFCx;P2 ¼
UDC

2
� UFCx;P2 t þ 1ð Þ

����

���� ð13Þ

4. For each pair the maximum of above modulus for each FC is calculated:

UFC;P1;MAX ¼ maximum DUFCa;P1;DUFCb;P1;DUFCc;P1
� �

ð14Þ

Table 4 Internal vectors V4

and V5 pairs selection
Sector Pair P1 Pair P2

1 100 and 110 211 and 221
2 110 and 010 221 and 121
3 010 and 011 121 and 122
4 011 and 001 122 and 112
5 001 and 101 112 and 212
6 101 and 100 212 and 211
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UFC;P2;MAX ¼ maximum DUFCa;P2;DUFCb;P2;DUFCc;P2
� �

ð15Þ

5. The pair for which maximum of above modulus has smaller value is chosen for
better global FC voltages balancing.

In comparison to the CSVM the above solution slightly increases ripples of the
FC voltages.

The second solution is used only in 4th region, where zero vectors are applied.
It bases on assumption that only two phases are modulated and third phase is
clamped in one of switching states: 0, 1 or 2 during whole modulation period. As
result only one zero vector is used in sampling period. This minimize switching
losses, however they strongly depend on load power factor [44]. Therefore max-
imal reduction can be obtained, when peak of the phase current is located in the
centre of clamped regions. It is necessary to observe the peak current position and
select proper zero vector for this purpose. The peak current observer according to
the Fig. 9 is realized by simple relation describing positive or negative peak of
current polarity in each phase:

peak of current
positive when iSaiSbiSc [ 0
negative when iSaiSbiSc\0

ffi
ð16Þ

If the peak of current is positive for pair P1 or P2, the zero vector 111 or 222
should be selected. If the peak of current is negative, the zero vector 000 or 111
should be selected, respectively. However, for low speed operation selection of 111
is associated with the FC’s voltages change during almost whole sampling period as
far as zero vector will be applied mainly. Regardless to the switching losses min-
imization, quality of the output voltage and as a consequence phase current is
priority. Therefore, if the state 111 should be selected according to the peak current
observer, the same calculation of zero vectors influence UFCx values at the end of
sampling period should be carried out as for the internal vectors pairs. The 111 zero
vector with proper P1 or P2 pair can be chosen only if give smaller error between
estimated and commanded FC voltage. In practice for low speed operation 111 is
chosen only for high FC voltages unbalance. Final vectors selection in respect to
peak of current and pair selection in sector 1 is shown in Table 5.

Figure 10 presents example of switching patterns in 2nd region for different
switching states selected 1A or 1B as well as different pair selection P1 or P2 for
all phases, respectively. Note that—the same as for the CSVM—next modulation

Fig. 9 Peak of the current
polarity
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period can contain additional switching between sampling periods, when selected
redundant state 1A or 1B is changed. Those additional switching can be divided
into two groups:

Table 5 Final vectors selection in sector 1

Selected pair Peak of current Region

1st 2nd 3rd 4th

P1 iSaiSbiSc [ 0 100
200
210

100
110
210

110
210
220

100
110
111

iSaiSbiSc\0 000
100
110

P2 iSaiSbiSc [ 0 200
210
221

210
211
221

210
220
221

211
221
222

iSaiSbiSc\0 111
211
221

Fig. 10 Duty cycles for the
2nd region in sector 1: a, c for
1A state selection in each
phase, b, d for 1B state
selection in each phase, a,
b for P1 pair selection, c,
d for P2 pair selection
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• related with different switching states selection 1A or 1B, that can damage the
converter—all switches are changing their state what can generate overvoltage,

• related with different pair selection P1 or P2, that mean normal operation of the
converter—only two of four switches are changing their state.

To eliminate additional switching that can damage the converter and to provide
better switching distribution between particular switches a modification of
switching pattern introduced for the CSVM is used (see Fig. 4).

The ASVM provide number of switching reduction to 4 in all regions, however
with additional switching as result different pair selection P1 or P2 number of
switching can be increased to 7.

2.6 Space Vector Modulation Comparative Study

Table 6 shows theoretical comparison between the CSVM and the ASVM in
respect to number or switching in modulation period. As it can be observed,
highest reduction can be obtained in 4th region, which corresponds to low values
of modulation index M\0:866. For higher values of modulation index M [ 1,
reduction depends on the value of M due to different switching number reduction
in region 2nd and regions 1st and 3rd. Thus, according to reference Space Vector
Uref trajectory, in upper regions greater value of the M provides smaller total
reduction of switching number. For modulation index 0:866\M\1, reference
Space Vector Uref crosses between 2nd and 4th region. Thus, in this operation
region—the same as for M [ 1—total reduction of switching number depends on
M value—greater value of the M provides smaller total reduction. However, it can
be assumed, that the ASD in traction application operates mainly in the low and
high speed region. Thus, the further comparative study present operation of FCC
for two different values of modulation index: M\0:866 and M [ 1.

Tables 7 and 8 shows THD factor of phase a stator current THD(iSa) and
switching number reduction in simulation and experiment, respectively. In simu-
lation, the calculation of switching number reduction is based on real, counted
number of switching. In experiment, the calculation of switching number reduction
is based on assumption that the changes of stator current THD (iSa) depends only on
number of switching, and therefore shows how much the THD (iSa) is increased.

Table 6 Theroretical number of switching in modulation period

Region number CSVM ASVM Switching reduction

Typical Maximum Maximum (%) Average (%) Minimum (%)

1st 6 4 6 33.33 16.66 0.00
2nd 8 4 6 50.00 37.50 25.00
3rd 6 4 6 33.33 16.66 0.00
4th 12 4 6 66.66 58.33 50.00
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Table 8 Switching number reduction and stator current iSa THD factor THD(iSa) in CSVM and
ASVM—experimental results

Modulation index CSVM THD(iSa) (%) ASVM THD(iSa) (%) Switching reduction (%)

M ¼ 0:51 0.85 1.69 49.70
M ¼ 1:55 1.45 2.15 32.56

Fig. 11 Operation of the FCC (phase a) without and with the FC voltage prediction for the
CSVM and the ASVM, output frequency f = 16 Hz (modulation index M = 0.51, 4th region):
stator voltage uSa and current iSa, pole voltage Ua,UdcN and AC component of FC voltage UFCa

Table 7 Switching number reduction and stator current iSa THD factor THD(iSa) in CSVM and
ASVM—simulation results

Modulation
index

CSVM ASVM Switching reduction (%)

THD(iSa) (%) Switching THD(iSa) (%) Switching

M ¼ 0:51 0.96 3,000 2.08 1238 58.73
M ¼ 1:55 1.28 507 1.93 336 33.73
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Average theoretical (58.33 %, Table 6) and simulation (58.33 %, Table 7)
values of switching number reduction are the same for M ¼ 0:51. The experi-
mental value of switching number reduction (49.70 %, Table 8) is lower than the
average theoretical however is equal minimum value of reduction in 4th region—
50 %—what corresponds to the maximum number of 6 switching in ASVM. For
M ¼ 1:51, average theoretical value of switching number reduction depends on the
reference Space Vector Uref trajectory in 1st, 2nd and 3rd region. Therefore, the
similar results for simulation (33.73 %, Table 7) and experimental (32.56 %,
Table 8) are not equal to average theoretical value. However, for typical switching
number values the maximum theoretical switching number reduction is 33.33 % in
1st and 3rd and 50.00 % in 2nd region, respectively. Thus, the simulation and
experimental values of switching number reduction stays in possible range and are
similar to the typical theoretical value (for M ¼ 1:51 reference Space Vector Uref

trajectory largely lies in 1st and 3rd region).

Fig. 12 Operation of the FCC (phase a) for the CSVM and the ASVM, output frequency
f = 16 Hz (modulation index M = 0.51, 4th region): stator fluxes WSa and WSb, stator voltage uSa

and current iSa, zoom of stator voltage uSa and current iSa
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Figures 11 and 12 shows steady state operation of the FCC with CSVM and
ASVM for the output frequency f = 16 Hz (modulation index M ¼ 0:51, opera-
tion in 4th region).

Figure 11 presents the FCC operation without and with the FC voltage pre-
diction UFCx. As it can be observed on the AC component of FC voltage UFCa, the
FC voltage prediction provides significant ripples reduction. Also, Fig. 11 shows
high reduction of the number of switching at the ASVM, which is visible on the
pole voltage Ua,UdcN. However, this can be seen better on the zoom of stator
voltage uSa and stator current iSa presented in Fig. 12. Figure 12 shows also that
the modified SVM does not affect the estimated stator fluxes WSa and WSb.

Figures 13 and 14 shows—similarly to the previous one—steady state opera-
tion of the FCC with the CSVM and the ASVM for the output frequency
f = 50 Hz (modulation index M ¼ 1:55, operation in 1st, 2nd and 3rd region). In
such conditions the reduction of the number of switching, which is visible on the

Fig. 13 Operation of the FCC (phase a) without and with the FC voltage prediction for the
CSVM and the ASVM, output frequency f = 50 Hz (modulation index M = 1.55, 1st, 2nd and
3rd region): stator voltage uSa and current iSa, pole voltage Ua,UdcN and AC component of FC
voltage UFCa
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Fig. 14 Operation of the FCC (phase a) for the CSVM and the ASVM, output frequency
f = 50 Hz (modulation index M = 1.55, 1st, 2nd and 3rd region): stator fluxes WSa and WSb,
stator voltage uSa and current iSa, zoom of stator voltage uSa and current iSa

Fig. 15 The FCC efficiency comparison for the CSVM and the ASVM for 3 kW IM, output
frequency f = 16 Hz (modulation index M = 0.51, 4th region)
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pole voltage Ua,UdcN is lower. However, similarly to previous case, the FC voltage
prediction provides significant ripples reduction as well as the ASVM does not
affect the estimated stator fluxes WSa and WSb.

Figure 15 presents the FCC efficiency comparison for the CSVM and the
ASVM modulation with the 3 kW IM drive. For the FCC operation in 4th region,
total efficiency of the converter (including not only switching losses) with the
ASVM is 1.85 % higher than for the CSVM. It means that the FCC losses for the
nominal load are reduced approximately 26 %.

Figure 16 presents the FCC efficiency comparison for the CSVM and the
ASVM modulation with the 3 kW IM drive. For the operation in regions 1st, 2nd
and 3rd profit of the ASVM is lower. The total efficiency of the converter with the
ASVM is 0.57 % higher than for the CSVM, with the FCC losses lower for the
nominal load approximately 23 %.

3 Compensation of Dead-Time Effect and Semiconductor
Devices Voltage Drop

3.1 Introduction

The IGBT devices has finite switching time and they are turning off much more
slower than turning on, therefore there is needed a delay in control signals between

Fig. 16 The FCC efficiency comparison for the CSVM and the ASVM for 3 kW IM, output
frequency f = 50 Hz (modulation index M = 1.55, 1st, 2nd and 3rd region)
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complementary switching devices (so-called dead-time tDT) in order to prevent a
short-circuit across the converter voltage sources. Depending on the sign of stator
current iSx, dead-time can increase or decrease the amplitude of the output voltage
amplitude applied to the converter in comparison to the reference Space Vector
Uref, and in result stator current iSx is distorted.

The voltage drop on semiconductor devices is second nonlinearity that has
significant impact on the amplitude of output voltage applied to the converter.
Similarly to the dead-time effect, it can increase or decrease the amplitude of
reference output voltage applied to the converter, depending on the sign of stator
current iSx and in result distorts the stator current iSx. However, contrary to the
dead-time depends not only on the ratio of the dead-time tDT of the sampling time
TS, but also on the amplitude of the stator current iSx.

It is obvious, that frequency and amplitude of reference Space Vector Uref

significantly depend on reference speed of the drive. Thus, for the low speed
operation the amplitude of reference Space Vector Uref is also low. Therefore, in
low speed operation the dead-time as well as the voltage drop on semiconductor
devices has significant impact on stator current iSx on the output voltage amplitude
applied to the converter due to the distortion introduced by the them is relative
large to the amplitude of reference Space Vector Uref. For high speed operation the
distortion introduced by the them is relative small and their impact on stator
current iSx is negligible. To avoid that, the dead-time effect as well as the voltage
drop on semiconductor devices compensation algorithms are used. The semicon-
ductor devices voltage drop and dead-time impact on phase current distortion have
been well investigated for the two-level as well multilevel converters. These
methods can be divided into two groups:

• modification of amplitude (length) of reference Space Vector Uref [33, 46, 47, 50],
• modification of the duty cycles at the output of the PWM modulator [33, 46, 48, 49].

3.2 Compensation of Dead-Time Effect

Figure 17 presents the dead-time tDT impact on the pole voltage Ux,UdcN applied to
the converter, depending on the stator current iSx polarity. The dead-time effect does
not depend on the amplitude of the stator current iSx, only on the sampling time TS and
the amplitude of the DC-link voltage UDC. However, it should be noticed, that for
multilevel converter the dead-time effect on the output voltage amplitude applied to
the converter is increased in comparison to the two-level converter due to increased
number of switching. However, the impact of dead-time in multilevel converter
depends on type of applied modulation technique. In case of three-level VSC with the
CSVM in comparison to the two-level VSC is doubled. For the ASVM, where the
number of switching is reduced the dead-time effect is similar to the two-level VSC.

Thus, in first step the stator voltage error duSx should be calculated for single
switching device of the n-level converter [50]:
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duSx ¼
UDCtDT

n� 1ð ÞTS
sgnðiSxÞ ð17Þ

where sign of stator current iSx is defined as:

sgnðiSxÞ
1
�1

for
for

ffi
iSx [ 0
iSx\0

ð18Þ

In next step, depending on the type of applied modulation, the total stator
voltage error RduSx should be calculated for each leg:

X
duSx ¼ kduSx ð19Þ

where k factor denotes number of switching per phase, e.g. typically for CSVM
k = 2 and for ASVM k = 1. From (17) it can be noticed that changes of the
sampling time TS has significant influence on the dead-time effect, as far as the
DC-link voltage UDC and dead-time tDT is assumed to be constant. Dead-time
effect—understood as ratio of the phase voltage error to the reference output
voltage—increases linearly with increasing of the switching frequency.

One of important aspects related to the dead-time effect compensation is proper
calculation of stator current iSx zero crossing. If stator current iSx polarity is not
calculated properly, inadequate compensation can worse the shape of iSx. Quality of
the stator current iSx polarity calculation depends on the measurement noise level as
well as on the control delays. To improve sgn(iSx) calculation two solutions can be

Fig. 17 Dead-time effect impact on the pole voltage Ua,UdcN applied to the converter depending on
the stator current iSx polarity—ideal (solid line) and real (dotted line) output pole voltage Ua,UdcN
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used. First uses simple current estimation based on current difference which allow
to eliminate one sampling control delay. Second solution uses hysteresis regulator
on the estimated current to obtain sgn(iSx) with hysteresis width equal to mea-
surement noise level. Taking into account that both solutions does not provide exact
phase current zero crossing, total stator voltage error RduSx or dead-time tDT should
be linearly limited in assumed range of phase current iSx (Fig. 18). In industrial
applications the value of diSx is set experimentally, as far as it depends on the
measurement noise level as well as on the control delays.

As it was aforementioned, the compensation of the dead-time can be realized by
modification of amplitude (length) of reference Space Vector Uref or by modifi-
cation of the duty cycles at the output of the PWM modulator. For the dead-time
effect it is recommended to use second solution. Such approach allows to decrease
number of calculations due to omitting the precalculation, which switches will be
modulated in sampling period. Only for each switch the switching time is
increased or decreased according to Fig. 18.

3.3 Compensation of Semiconductor Devices Voltage Drop

Figure 19 presents the stator current iSx flow (bold line) in single leg of the FCC
for different switching states. As it can be observed, semiconductors devices
voltage drop does not only depend on the selected switching state, but also on the
phase current polarity. Table 9 shows the desired Ux,UdcN,ref and the real pole
voltage Ux,UdcN produced for all possible switching states and different direction of
the current flow. The ufD,x denotes the voltage drop on the freewheling diodes and
uCEon,x denotes the voltage drop on the conducting IGBT during ON state.

Contrary to the dead-time effect, the voltage drop on semiconductor devices
depends not only on the changes of the sampling time but also on the amplitude of
the phase currents. Figure 20 presents example of voltage drop characteristics of
the IRG4BC20UDPBF IGBT transistor, according to the International Rectifier
datasheet [51]. As it can be observed on the ufD,x and the uCEon,x characteristics are
strongly nonlinear functions of stator current iSx. Thus, contrary to the dead-time
effect, the voltage drop on semiconductor devices depends not only on the changes
of the sampling time but also on the amplitude of the phase currents. Therefore,
two-straight-line approximation for each characteristic should be used (see
Fig. 21). The first approximation is assumed as a linear resistance for relatively

Fig. 18 Dead-time tDT value
limiting in assumed range
diSx of stator current iSx
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low stator currents. The second approximation is assumed as a constant voltage
drop with an incremental resistance for higher stator currents.

Similarly to presented dead-time tDT value limitation in assumed range diSx of
stator current (see Fig. 18), the dual slope of approximated characteristics reduces
the amount of voltage drop to be compensated around the current zero crossing.
Thus, voltage drop on switching devices compensation is prevented against
overcompensation.

Figure 22 shows example of sector 1 with the ideal and real vectors location.
For each vector and six different current directions, six different voltage drop
errors can be specified (white dots). Note that single current polarity shifts all

Table 9 The desired Ux;UdcN;ref and real pole voltage Ux;UdcN for different conditions

Switching states Pole voltage

Ux;UdcN;ref Ux;UdcN for iSx [ 0 Ux;UdcN for iSx\0

0 0 Ux;UdcN;ref � 2ufD;x Ux;UdcN;ref þ 2uCEon;x

1A UFCx Ux;UdcN;ref � ufD;x � uCEon;x Ux;UdcN;ref þ ufD;x þ uCEon;x

1B UDC � UFCx Ux;UdcN;ref � ufD;x � uCEon;x Ux;UdcN;ref þ ufD;x þ uCEon;x

2 UDC Ux;UdcN;ref � 2uCEon;x Ux;UdcN;ref þ 2ufD;x

Fig. 19 Stator current iSx flow (bold line) in single leg of the FCC for different switching states:
a 0 switching state, b 2 switching state, c 1A switching state, d 1B switching state
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vectors location in the same direction, regardless of the voltage drop error
amplitude [51]. It means also that redundant vectors V4 and V5 can generate two
different semiconductor devices voltage drop values as well as zero vector V0 can
generate three different values of voltage drop (in the one of six positions of
voltage drop two or three white dots, respectively). For example, for each of V5

redundant states 110 and 221 the amplitude of the ideal pole voltage Ux,UdcN,ref is
the same, but for each of them currents flow through different semiconductor

Fig. 20 Voltage drop characteristics of the IRG4BC20UDPBF IGBT [51]: a on the IGBT during
ON state, b on the freewheeling diode

Fig. 21 Linearized voltage drop characteristics of the IRG4BC20UDPBF IGBT: a on the IGBT
during ON state, b on the freewheeling diode
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devices and as consequence, for each summary voltage drop is different. There-
fore, to compensate voltage drop on semiconductor devices, the calculated value
of voltage drop should be added to the reference stator voltages.

According to the Clarke transformation, three-phase system without neutral
wire can be transformed from natural abc to stationary ab coordinates. As far as
the voltage drop on semiconductor devices introduced by all legs of the VSC is
nonlinear, it does not fulfil following condition:

uVDa þ uVDb þ uVDc ¼ 0 ð20Þ

where uVDx denotes summary voltage drop in leg x. Therefore, to obtain reference
converter output voltages in stationary ab coordinates: ua,ref and ub,ref, respectively,
with voltage drop compensation, the full Clarke transformation has to be used:

ua;ref

ub;ref

� �
¼

1 � 1
2 � 1

2

0
fflffl
3
p

2 �
fflffl
3
p

2

" # ua;ref þ uVDa

ub;ref þ uVDb

uc;ref þ uVDc

2

4

3

5 ð21Þ

Thanks to that, vector plane will be shifted to the position, where the real
vectors location coincides with ideal position [51].

3.4 Results of Low Speed Operation of Adjustable Speed
Drive

Figures 23 and 24 presents compensation of dead-time effect and voltage drop on
semiconductor devices for the CSVM and the ASVM modulation in leg a for a low
speed operation.

Reference output frequency is 3 Hz. Without compensations, for both CSVM
and ASVM stator current iSa is strongly distorted (see Figs. 23a and 24a).

Fig. 22 Ideal and real
(taking into account
semiconductor devices
voltage drop) vectors location
in sector 1—black and white
dots, respectively
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Fig. 23 Dead-time effect compensation for the CSVM and the ASVM, output frequency
f = 3 Hz: a no compensation, b dead-time effect compensation, c voltage drop effect
compensation. From the top: converter reference voltage ua,ref and ub,ref in ab coordinates,
ua,rec which is reconstructed from switching states ua,ref and phase a stator current iSa
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However, for the CSVM amplitude of iSa is lower. It is caused by increased dead-
time effect for the CSVM, due to higher number of switching.

The dead-time compensation is realized on the output of the modulator—thus,
converter reference voltages in ab coordinates ua,ref and ub,ref are not modified.
The influence of the Dead Time effect compensation can be observed on Fig. 23b,
where the ua,rec voltage is shown. The ua,rec is the output converter voltage
reconstructed from the switching states of ua,ref, and contains the dead-time effect
compensation signal. As it can be observed on Fig. 23b, for the CSVM, the
amplitude of the ua,rec is higher than for the ASVM modulation. It means that the
higher number of switching must be compensated.

From other hand, the voltage drop on semiconductor devices compensation signal
is added directly to the ua,ref and ub,ref reference voltages (see Fig. 23c), where for
both modulation techniques voltage drop effect is similar. It manifests itself in the
same amplitude of ua,ref and ub,ref reference voltages, regardless of the type of SVM.

Fig. 24 Dead-time effect compensation for the CSVM and the ASVM, output frequency
f = 3 Hz: a no compensation, b dead time and voltage drop effect compensation. From the top:
converter reference voltage ua,ref and ub,ref in ab coordinates, ua,rec which is reconstructed from
switching states ua,ref and phase a stator current iSa
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Figures 23c and 24b shows operation of the both compensation algorithms
applied to the converter.

4 Space Vector Overmodulation in Flying Capacitor
Converter

The SVM generates sinusoidal output voltages, when the trajectory of the refer-
ence Space Vector Uref traces a circle inscribed into the hexagon. According to the
modulation index definition (4) for the three-level VSC:

M ¼ pUref

UDC
ð22Þ

where M = 2 for the square wave operation (six step mode) of the VSC. Thus, the
trajectory of the reference Space Vector Uref traces a circle inscribed into the
hexagon when M ¼

fflfflffl
3
p

, which corresponds to the height of an equilateral triangle
with the length of the side equal 2. As far as the external vectors generates output
voltage amplitude equal 2/3UDC for the sinusoidal output voltage generation the
maximum length of the Space Vector is:

Uref ;max ¼
fflfflffl
3
p

Uref

3
ð23Þ

Therefore, for linear operation the modulation index value is limited to:

M ¼ pUref ;max

UDC
¼

fflfflffl
3
p

p
3
ffi 1:814 ð24Þ

Above M = 1.814 the inverter output voltage is distorted, and the magnitude of
output voltage becomes smaller than the reference output voltage. For demanding
ASD high speed operation over the linear range (M [ 1.814) of the converter is
very often required. However, when output voltage does not correspond to the
reference value, drive cannot work properly due to decreased stator flux amplitude.
The SVM high speed operation over the linear range of the converter is possible
thanks to the Space Vector Overmodulation algorithm. For the Space Vector
Overmodulation output voltage and phase current is distorted, however the
amplitude of first harmonic of the output voltage is equal to the reference output
voltage. Thus, the Space Vector Overmodulation make possible to maximize stator
flux. However, it should be noticed that for the six step operation, Flying Capacitor
voltages cannot be controlled because switching states 1A and 1B are not used.

The Space Vector Overmodulation bases on the proper modification of the
Space Vector length and angle, when the trajectory of the reference Space Vector
lies partly outside a circle inscribed into the hexagon. Based upon the degree of
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output voltage distortion, for the Space Vector Overmodulation two modes can be
defined [13, 21, 24, 53–55]:

• Space Vector Overmodulation mode I—where the output voltage is distorted
continuous reference output voltage,

• Space Vector Overmodulation mode II—where the output voltage is distorted
discontinuous reference output voltage.

4.1 Space Vector Overmodulation Mode I

In the Space Vector Overmodulation mode I, the SVM algorithm changes the
magnitude of the reference Space Vector Uref, while the angle of Space Vector Hm

is not changed. Figure 25 presents the trajectory of the reference and compensated
(boosted) Space Vector Uref

* in stationary ab coordinates.
For a given Uref the output phase voltage waveform can be divided into four

segments, depending on the Hr angle [54] The Hr angle denotes a reference angle
of the insertion of the compensated Space Vector Uref

* trajectory. The output
voltage equations in each segment are expressed as:

f1 ¼
UDCfflfflffl

3
p tan Hmfor 0.Hm\

p
6
�Hr

	 

ð25Þ

f2 ¼
UDCfflfflffl

3
p

cos p
6 �Hr

� � sin Hm for
p
6
�Hr

	 

.Hm\

p
6
þHr

	 

ð26Þ

f3 ¼
UDCfflfflffl

3
p

cos p
3 �Hr

� � sin Hm for
p
6
þHr

	 

.Hm\

p
2
�Hr

	 

ð27Þ

f4 ¼
UDCfflfflffl

3
p

cos p
6 �Hr

� � sin Hm for
p
2
�Hr

	 

.Hm\

p
2

ð28Þ

Expanding (25, 26, 27 and 28) in a Fourier series and taking only the fundamental
component into consideration, the resultant equation can be expressed as [54]:

F Hrð Þ ¼ p
4

Z

A

f1 sin HdHþ Z

B

f2 sin HdHþ Z

C

f3 sin HdHþ Z

D

f4 sin HdH

" #
ð29Þ

where A, B, C and D denote integral ranges of each voltage function f1, f2, f3, and f4,
respectively. Since F(Hr) represents the peak value of the fundamental component,
the F(Hr) according to the definition of the modulation index (4) can be expressed as:

F Hrð Þ ¼ 2
p

UDCM ð30Þ
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Thus, combining the (22) with the (29) a relationship between modulation index
and the angle can be determined, which gives a linearity of the reference output
voltage. Because of strong nonlinearity, the linearization of (30) function was
proposed [53, 54]:

Hr

30ffi � 24:5ffi , M 2 1:814ð ; 1:818i
24:5ffi � 5:5ffi , M 2 1:818ð ; 1:896i
5:5ffi � 0ffi , M 2 1:896ð ; 1:904i

8
<

: ð31Þ

Figure 26 presents the Hr angle versus the modulation index.
For a given angle of the reference Space Vector Uref:

Fig. 26 Reference angle Hr

versus modulation index
M and linearization of
Hr = f(M)

Fig. 25 Reference Uref

(solid bold line) and
compensated Uref

* (dotted
bold line) trajectory of Space
Vector in the Space Vector
Overmodulation mode I
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Hm 2 hHr;
p
3
�Hri ð32Þ

only two vectors are used: external and middle vector. For the (22) magnitude of
the reference Space Vector it changed. Thus, small modulation indexes have to be
calculated as follows, where the sum of the m1 and m2 is always equal 2:

m1 ¼ 2

fflfflffl
3
p

cos Hm � sin Hmfflfflffl
3
p

cos Hm þ sin Hm

ð33Þ

m2 ¼ 2� m1 ð34Þ

Outside of the region ( 32) the magnitude of the reference Space Vector it not
changed. Thus, the CSVM or ASVM modulation is applied. From the Fig. 26 it is
obvious, that for the Space Vector Overmodulation mode I, modulation index
M limit is 1.904. When M [ 1.904, the Space Vector Overmodulation mode II
should be applied.

4.2 Space Vector Overmodulation Mode II

In the Space Vector Overmodulation mode II, the SVM algorithm changes the
magnitude and the angle of the reference Space Vector Uref. When the Uref enters
to the sector, the compensated Space Vector Uref

* is held at a vertex for particular
time. The time, in which compensated Space vector Uref

* remains at the vertices is
determined by the holding angle Hh. When the reference Uref crosses the holding
angle Hh, compensated Space Vector Uref

* speeds up and moves along the side of
hexagon. For the angle of the reference Space Vector Hm = p/6, accelerated
compensated Space Vector Uref

* catches up reference Uref. When the reference
Space Vector Uref crosses the holding angle Hm = p/6-Hh, the compensated
Space Vector Uref

* arrives to the next vertex. Figure 27 presents the trajectory of the
reference Uref and compensated Space Vector Uref

* in stationary ab coordinates.
Similarly to the Space Vector Overmodulation mode I, for a given reference

Space Vector, the output phase voltage waveform can be divided into four seg-
ments, depending on the Hh angle [54]. The output voltage equations in each
segment are expressed as:

f1 ¼
UDCfflfflffl

3
p tan Hp for 0.Hm\

p
6
�Hh

	 

ð35Þ

f2 ¼
UDC

3
for

p
6
�Hh

	 

.Hm\

p
6
þHh

	 

ð36Þ

f3 ¼
UDC

fflfflffl
3
p

cos p
3 �H

0
p

	 
 sin H
0

pfor
p
6
þHh

	 

.Hm\

p
2
�Hh

	 

ð37Þ
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f4 ¼
2UDC

3
for

p
2
�Hh

	 

.Hm\

p
2

ð38Þ

where:

Hp ¼
Hm

1� p
6 Hh

ð39Þ

H
0

p ¼ Hp �
p
6

ð40Þ

are angles of compensated Space Vector Uref
* for 0 B Hm \ (p/6-Hh) and (p/6-Hh)

B Hm \ (p/3), respectively.
Similarly to the Space Vector Overmodulation mode I, substituting ( 35, 36, 37

and 38) into ( 29), the F(Hh) according to ( 22) can be expressed as:

F Hhð Þ ¼ 2
p

UDCM ð41Þ

Figure 28 presents the Hh angle versus the modulation index. Because of strong
nonlinearity, the linearization of (41) function was proposed [52, 53]:

Hh

0ffi � 17:2ffi , M 2 1:814ð ; 1:818i
17:2ffi � 19:5ffi , M 2 1:818ð ; 1:896i
19:5ffi � 30ffi , M 2 1:896ð ; 1:904i

8
<

: ð42Þ

Fig. 27 Reference Uref

(solid bold line) and
compensated Uref

* (dotted
bold line) trajectory of space
vector in the space vector
overmodulation mode II
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As far as compensated Space Vector Uref
* trajectory lies on the side of hexagon,

only external vectors are used in the Space Vector Overmodulation mode II. Thus,
small modulation indexes are evaluated similarly like in the Space Vector Over-
modulation mode I, when Space Vector magnitude is changed, where the sum of
the m1 and m2 is always equal 2:

m1 ¼ 2

fflfflffl
3
p

cos Hp � sin Hpfflfflffl
3
p

cos Hp þHp

ð43Þ

m2 ¼ 2� m1 ð44Þ

4.3 Results of High Speed Operation of Adjustable Speed
Drive over the Linear Range of Operation

Figure 29 presents steady state operation of the FCC in the Space Vector Over-
modulation mode I (M = 1.85) and mode II (M = 1.94 and M = 1.98) for the
CSVM and the ASVM modulation. In spite of the stator current iSa distortion, the
FC voltages are properly balanced. Figure 30 shows the FCC operation in six step
mode. As can be observed, in six step mode the FC voltage balancing is not
possible. Thus, depending on the FCC parameters (such as dead-time value tDT)
modulation index should be limited.

Fig. 28 Crossing angle Hh

versus modulation index
M and linearization of
Hh = f(M)
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Fig. 29 Operation of the FCC in the space vector overmodulation mode I (M = 1.85) and mode
II (M = 1.94 and M = 1.98) for the CSVM and the ASVM: stator voltage uSa and current iSa,
pole voltage Ua,UdcN and AC component of FC voltage UFCa
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Fig. 30 Operation of the FCC in six step mode for the CSVM and the ASVM. From the top:
a stator voltage uSa and current iSa, pole voltage Ua,UdcN and AC component of FC voltage UFCa,
b stator fluxes WSa and WSb, electromagnetic torque me and stator current iSa. Step change of
modulation index M from 1 to 2 for CSVM and ASVM: modulation index M, FC voltages UFCa,
UFCb and UFCc
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5 Summary

In this Chapter the classical (CSVM) and adaptive (ASVM) Space Vector mod-
ulation for the Flying Capacitor Converter (FCC) was shown. The ASVM provides
reduction of number of switching and the switching losses (more than 20 %) in the
whole linear range of the converter operation because minimal number of vectors
is used in each modulation region.

Also, additional features for both the CSVM and the ASVM was shown:

• elimination of DC sources voltage unbalance in full range of the converter
operation (except square wave operation—six step mode),

• compensation of the Dead Time and the effect of semiconductor devices voltage
drop—possible low speed operation, without phase currents distortion,

• the non-linear Overmodulation algorithm extending the operation range of the
converter—possible high speed operation over the linear voltage control range
of the converter,

• compensation of FC voltages balancing delay based on prediction of the FC
voltages at the end of each sampling period, which provides minimization of the
FC voltages pulsations.
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Chapter 11
Some Aspects of Nonlinear
and Discontinuous Control with Induction
Motor Applications

Dariusz L. Sobczuk

Abstract In this Chapter the theory of nonlinear control systems is shortly
described. The nonlinear feedback linearization control (FLC) and discontinues
sliding mode control (SMC) are presented. Moreover, several applications of
nonlinear control methods for induction motor drive are shown. The FLC guar-
antees the exactly decoupling of the motor speed and rotor flux control. Thus this
control method gives a possibility to get very good behavior in both dynamic and
steady states. The SMC approach assures direct control of inverter legs and allows
using a simple table instead of performing complicated PWM calculation.
Moreover the SMC is robust to drive uncertainties. The good behaviour of rotor
flux and mechanical speed Sliding Mode Observers (SMO) is the important feature
of the system. Therefore, presented approaches are very useful in a variety of
applications and, in particular, in the drive systems and power electronics.

1 Introduction

The induction motor (IM) thanks to simple construction, reliability and low cost
has found wide applications in industry, electric vehicles and traction drives.
Contrary to the brush DC motor, it can also be used in aggressive or volatile
environments. However, there are control problems when using an IM in speed
adjustable industrial drives. This is due primarily three reasons:

(a) the induction motor is high order internally coupled nonlinear dynamic
system,

(b) some state variables: rotor currents and fluxes are directly not measurable,
(c) rotor resistance (due to heating) and magnetising inductance (due to satura-

tion) varies considerably with a significant impact on the system dynamics.
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Therefore, in high dynamic performance IM drives, the complex control
algorithms should be used. Nevertheless, the advancements in semiconductor
power electronic devices and microprocessors technologies enabled to use IM in
variable speed applications. Implementation of new control techniques in drive
systems has made IM a reasonable alternative to DC motors.

The first high performance IM control method known as Field Oriented Control
(FOC) or Vector Control (VC) has been proposed by Hasse [1] and Blaschke [2].
In this method the IM equations are represented in a coordinate system that rotates
with the rotor flux vector and are called field coordinates. In field coordinates—for
the constant rotor flux magnitude—there is a linear relationship between control
variables and speed. However, another type of coordinates can also be selected to
achieve decoupling and linearization of the induction motor equations. An alter-
native to the FOC is the feedback linearization control (FLC) [3, 4]. The appli-
cation of this approach can take many forms, depending on the choice of variables
used for the linearization. Krzeminski [5] has proposed a nonlinear controller
based on multiscalar motor model. In this approach, similarly as in field oriented
controller, it is assumed that the rotor flux amplitude is regulated at a constant
value. Thus, the motor speed is not strictly decoupled from the rotor flux, like in
FOC. In [6, 7] was developed a nonlinear control system based on input–output
linearization. In this system, the IM speed and rotor flux are decoupled exactly.
The system, however, uses the transformation in field coordinates. Later, Marino
et al. [8, 9] have proposed a nonlinear transformation of the IM state variables, so
that in the new coordinates, the speed and rotor flux amplitude are decoupled by
feedback. Note that using the feedback linearization approach strictly linear and
strictly decoupled system are obtained. Next, for the decoupled linear system
several control algorithms could be applied. One of the important requirements in
the control system is robustness against changing of plant parameters. In this case
a discontinuous type of control called Sliding Mode Control (SMC) could be used
[10–12].

This chapter is divided into four sections. In Sect. 2 the theoretical principles of
FLC are introduced. In Sect. 3 the SMC will be presented. In Sect. 4 the appli-
cation of Sliding Mode and feedback linearization to IM control will be shown. In
this section three algorithms will be presented. At first the FLC algorithm with the
linear control of state variables will be shown [13, 14]. Next the SMC will be used
to control IM linearized in feedback [15]. The application of SMC to such a system
allows creating the direct control algorithms of the inverter [16]. Finally, the
Sliding Mode Observer (SMO) of rotor flux and speed used in the linearized IM
control system will be described [17].
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2 Feedback Linearization

2.1 Introduction

In this section the basis of feedback linearization will be introduced and the
mathematical description and principles [3, 4] will be shortly presented. At first a
description of SISO (single input–single output) systems will be introduced, since
it is more understandable. Next, the description of SISO systems will be gen-
eralized to MIMO (multi input–multi output) systems. At the beginning some
useful definitions will be introduced.

The Lie derivative is defined as below:

Definition 1 Let h is function Rn ? R of class C?. The Lie derivative of the
function h along the vector field f Rn ! Rn is defined by following expression

Lfh ¼ rhð ÞTf ð2:1Þ

where rh is the gradient of function h. The Eq. (2.1). can also be written as

Lfh ¼
Xn

i¼1

oh

oxi

� fi ð2:2Þ

Note that fi is function Rn ! R, and it is ith coordinate of vector f. Afterwards
the lie derivative Lfh is also function Rn ! R. So we introduce the following
definitions:

L0
f h ¼ h

L1
f h ¼ Lfh

L2
f h ¼ Lf Lfhð Þ
. . .

Lk
f h ¼ Lf Lk�1

f h
ffl �

ð2:3Þ

2.2 Feedback Linearization of SISO Systems

The nonlinear SISO system is given using following equations:

_x ¼ fðxÞ þ gðxÞu
y ¼ hðxÞ

ð2:4Þ

where f ; g 2 Rn; x 2 Rn; u; y; h 2 R:
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Definition 2 The SISO system described by (2.4) have relative degree r at a point
x0 if

LgLk
f h xð Þ ¼ 0 ð2:5Þ

for all x in the neighborhood of x0 and all 0 B k \ r - 1 and

LgLr�1
f h xð Þ 6¼ 0 ð2:6Þ

Assuming, that the system (2.4) has relative degree r. After simple calculations
using Definition 2 the following equations are obtained:

yðkÞðtÞ ¼ Lk
f hðxðtÞÞ dla k ¼ 0; 1; . . .; r� 1

yðrÞðtÞ ¼ Lr
fhðxðtÞÞ þ LgLr�1

f hðxðtÞÞuðtÞ
ð2:7Þ

Coordinate transformations are introduced to the system with relative degree
r by below equations:

z1 ¼ /1 xð Þ ¼ h xð Þ
z2 ¼ /2 xð Þ ¼ Lfh xð Þ

. . .

zr ¼ /r xð Þ ¼ Lr�1
f h xð Þ

ð2:8Þ

the other n - r functions /rþ1 xð Þ;/rþ2 xð Þ; . . .;/n xð Þ have been chosen in such a
way, that the formula:

U xð Þ ¼ ½/1 xð Þ;/2 xð Þ; . . .;/n xð Þ�T ð2:9Þ

have nonsingular Jacobian matrix defined by equations:

jkl ¼
o/k

oxl

ð2:10Þ

Nonsingularity condition is obtained using following inequality:

det Jð Þ 6¼ 0 ð2:11Þ

Afterwards, it is necessary to fulfill the additional condition:

Lg/j xð Þ ¼ 0 dla rþ 1ffi jffi n ð2:12Þ

From (2.7) and (2.8) derivative of zk is obtained:

_zk ¼ ðr/kÞT � _x ¼ ðrLk�1
f hðxÞÞT � _x

¼ ðrLk�1
f hðxÞÞTðfðxÞ þ gðxÞuÞ

¼ Lk
f hðxÞ ¼ /kþ1ðxÞ ¼ zkþ1 dla k ¼ 1; 2; . . .; r� 1

ð2:13Þ
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The derivative of zr is equal:

_zr ¼ ðr/rÞ
T�_x ¼ ðrLr�1

f hðxÞÞT � _x
¼ ðrLr�1

f hðxÞÞTðf ðxÞ þ gðxÞuÞ ¼ Lr
fhðxÞ

þ LgLr�1
f hðxÞu ¼ Lr

fhðU�1ðzÞÞ þ LLr�1
f hðU�1ðzÞÞu

ð2:14Þ

If below definitions are used:

aðzÞ ¼ LgLr�1
f hðU�1ðzÞÞ

bðzÞ ¼ Lr
fhðU�1ðzÞÞ

ð2:15Þ

then

_zr ¼ bðzÞ þ aðzÞu ð2:16Þ

The derivative of zk for k [ r could be rewritten using condition (2.12):

_zk ¼ ðr/kÞT � _x ¼ ðr/kÞTðf ðxÞ þ gðxÞuÞ
¼ Lf/kðxÞ þ Lg/kðxÞu ¼ Lf/kðxÞ
¼ Lf/kðU�1ðzÞÞ dla k ¼ rþ 1; rþ 2; . . .; n

ð2:17Þ

Assuming that:

qk zð Þ ¼ Lf/kþr U�1 zð Þ
ffl �

ð2:18Þ

Equation (2.17) is presented in the following form:

_zkþr ¼ qkðzÞ dla k ¼ 1; 2; . . .; n� r ð2:19Þ

Thus, the system description in the new coordinates is presented below:

_z1 ¼ z2

_z2 ¼ z3

� � �
_zr�1 ¼ zr

_zr ¼ bðzÞ þ aðzÞu
_zrþ1 ¼ q1ðzÞ
� � �

_zn ¼ qn�rðzÞ

ð2:20Þ

and the output is:

y ¼ z1 ð2:21Þ

Let us assume, that r = n. Then the dynamic of the system is described by:
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_z1 ¼ z2

_z2 ¼ z3

� � �
_zn�1 ¼ zn

_zn ¼ bðzÞ þ aðzÞu
y ¼ z1

ð2:22Þ

If the control is chosen:

u ¼ 1
a zð Þ �b zð Þ þ vð Þ ð2:23Þ

then the closed loop system is described by:

_z1 ¼ z2

_z2 ¼ z3

� � �
_zn�1 ¼ zn

_zn ¼ v

y ¼ z1

ð2:24Þ

Thus, the system is linear and controllable. The control signal could be
rewritten using the previous coordinate system by the following equation:

u ¼ 1

LgLn� 1
f h xð Þ

�Ln
f h xð Þ þ v

ffl �
ð2:25Þ

Note that above considerations are presented for the case r = n and then the
system is called exact linearized.

The feedback linearization algorithm consists of two steps (Fig. 1):

• coordinates transformation according to Eq. (2.8)
• control signal calculation according to Eq. (2.23)

In the case r \ n after coordinating transformation (2.8) the system (2.20) is
obtained.

If the control signal is chosen:

u ¼ 1

LgLr�1
f h xð Þ

�Lr
fh xð Þ þ v

ffl �
ð2:26Þ

then partially linearized system will be obtained:
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_z1 ¼ z2

_z2 ¼ z3

� � �
_zr�1 ¼ zr

_zr ¼ v

_zrþ1 ¼ q1ðzÞ
� � �

_zn ¼ qn�rðzÞ

ð2:27Þ

Note, that this system can be decomposed into two subsystems The first one is
linear of dimension r defined by vector n

n ¼ z1; z2; . . .; zr½ �T ð2:28Þ

Only this subsystem is responsible for the input–output behavior. The second
subsystem of dimension n - r is nonlinear. Its behavior does not affect the output
and is defined by a vector g:

g ¼ zrþ1; zrþ2; . . .; zn½ �T ð2:29Þ

and it is responsible for the zero dynamics of the system.
Using the definitions (2.28) and (2.29), system (2.27) could be rewritten in the

following form:

_n1 ¼ n2

_n2 ¼ n3

� � �
_nr�1 ¼ nr

_nr ¼ v

_g1 ¼ q1 n; gð Þ
� � �

_gn�r ¼ qn�r n; gð Þ

ð2:30Þ

Fig. 1 Scheme of feedback
linearization control (FLC)
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Regarding an additional expression:

q ¼ q1; q2; . . .; qn�r½ �T ð2:31Þ

The Eq. (2.30) could be presented in shorter form:

_n1 ¼ n2

_n2 ¼ n3

� � �
_nr�1 ¼ nr

_nr ¼ v

_g ¼ q n; gð Þ

ð2:32Þ

2.3 Feedback Linearization of MIMO Systems

Let us assume that the MIMO system will be described using the following
equations:

_x ¼ f xð Þ þ g xð Þu
y ¼ h xð Þ

ð2:33Þ

where f 2 Rn; x 2 Rn; u; y; h 2 Rm; g 2 Rn�m. In this system the number of
inputs is equal the number of outputs m.

Definition 3 MIMO system described by Eq. (2.33) has the vector relative degree
r = [r1, r2, … ,rm]T at point x0 if

LgLk
f hi xð Þ ¼ 0 ð2:34Þ

for all x in neighborhood of x0 and all 0ffi k \ ri � 1 as well as
1ffi iffim; 1ffi jffim

and matrix A(x), which elements aij are defined by:

aij ¼ LgjL
ri�1
f hi xð Þ ð2:35Þ

is nonsingular in x = x0.

Note that this definition corresponds to the definition of SISO system (Defi-
nition 2).

Let us assume that:

r ¼
Xm

i¼1

ri ð2:36Þ
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The results from Sect. 2.2.1 are generalized to MIMO system. Thus the coor-
dinate transformation is defined by the mapping U:

U xð Þ ¼ ½/1
1 xð Þ; . . .;/1

r1 xð Þ; . . .;/m
rm xð Þ;/rþ1; . . .;/n�T ð2:37Þ

where:

/i
j xð Þ ¼ Lj�1

f hi xð Þ ð2:38Þ

for all i = 1, 2, … , m and j = 1, 2, … , ri. Afterwards

Lgj/i xð Þ ¼ 0 ð2:39Þ

for rþ 1ffi i ffi n and 1ffi jffim.
If the following expressions are defined:

ni
j ¼ /i

j xð Þ
gi ¼ /iþr

ð2:40Þ

the vectors are fixed as:

ni ¼ ½ni
1; n

i
2; . . .; ni

ri
�T

g ¼ ½g1; g2; . . .; gn�r�T
ð2:41Þ

and matrix n

n ¼ ½n1; n2; . . .; nm�T ð2:42Þ

Then the dynamic of the system could be rewritten by the following equations:

_ni
j�1 ¼ ni

j

_ni
ri
¼ bi n; gð Þ þ

Xm

k¼1

aikuk

yi ¼ ni
1

ð2:43Þ

for 1ffi iffim and 2ffi jffi ri:
whereas the equation corresponds to g is as follows:

_g ¼ q n; gð Þ ð2:44Þ

And the transformation parameters are:

aij ¼ LgjL
ri�1
f hi U�1 n; gð Þ

ffl �
ð2:45Þ

bi ¼ LgjL
ri

f hi U�1 n; gð Þ
ffl �

ð2:46Þ

for i, j = 1, 2,…, m.
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In the system (2.33) the control signal is:

u ¼ a xð Þ þ b xð Þv ð2:47Þ

where a 2 Rm; b 2 Rm�m and v is the reference input (v 2 Rm).
Suppose, that the relative degree of the system (2.33) is equal n and the control

signal is:

u ¼ A�1 nð Þ �b nð Þ þ vð Þ ð2:48Þ

then the closed loop system is described by following equations:

_ni
1 ¼ ni

2

_ni
2 ¼ ni

3

� � �
_ni

ri�1 ¼ ni
ri

_ni
ri
¼ vi

yi ¼ ni
1

ð2:49Þ

for i ¼ 1; 2; . . .;m. The closed system is linear and controllable.
If the relative degree of the system fulfills the condition r \ n, then the partially

linearized system is obtained, consisting of two subsystems: linear (2.49) and
nonlinear (2.45). These equations correspond to the SISO system described by
(2.32).

3 Sliding Mode Control

3.1 Introduction

Control Systems are an important part of automation. Sliding Mode Control
(SMC) is a type of control using the theory of Variable Structure Systems (VSS).
The first works in these fields started in 50th of the twentieth century in the Soviet
Union and were developed in 1960s and 1970s (Emelyanow 1967 [10], Itkis 1976
[4], Utkin 1977 [18]).

At the beginning of 1980s started more and more often applying the method of
SMC in the real systems. SMC methods found application in:

• systems of automatic control in planes (Singh 1989) [19],
• control of servomechanisms (Hikita 1988) [20],
• design observers (Slotine and de Wit 1991) [21],
• control robots (Slotine and Sastry 1983) [22],
• control electric motors and in power electronics (Sabanowic and Izosimov 1981)

[23], and many others.
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Today SMC makes a comeback because of discovering second order SMC (2-
SMC) by A. Levant [24]. The 2-SMC is sometimes called SMC without chattering,
because this disadvantageous phenomenon of classical first order SMC is strongly
limited.

3.2 Variable Structure Systems (VSS)

In this section theoretical principles of the VSS will be introduced. The mathe-
matical description of this approach is given in [12]. At the beginning a theoretical
description of systems with single input and single output (SISO) will be intro-
duced, since this approach is simpler and more understandable. The importance
will be put to the SMC. Further considerations applying SMC to SISO systems will
be generalized to systems with multi inputs and multi outputs (MIMO).

It is possible, in the simplest way, to explain the VSS by comparing with the
linear controller for SISO systems.

Let us assume, that the object is described by matrix equation:

_x ¼ Axþ bu ð3:1Þ

For the linear state regulator the structure of the feedback is defined as follows:

u ¼ kTx ð3:2Þ

where A 2 Rn�n; b; x; k 2 Rn; u 2 R:
The VSS can be implemented through state switching between two or more

linear controllers (Fig. 2).
Construction of this system includes two problems:

• choice of parameters for every structure,
• defining the switching logic.

The following advantages are obtained on the costs for the small system
complication:

• it is possible to improve control quality combining useful properties for every
separated structure,

• the VSS can hold new properties not existing for every structure.

3.3 First Order SMC

This section will be concentrating on the first order SMC, also called simply SMC.
SMC occurs if in the neighborhood of the switching surface, trajectories are
directed in its direction. The fact that structure is independent of the object
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parameters is the most important feature of this approach. It causes the robustness
of the system. One should however remember that fulfil two conditions are nec-
essary to obtain SMC:

• trajectories must tend to the switching surface,
• on this surface condition for the occurring sliding mode phenomenon must be

fulfilled.

3.3.1 SMC for the Linear SISO Systems

Now the SMC description for the linear SISO system will be presented. The object
is written in the canonical form:

_xi ¼ xiþ1 for i ¼ 1; 2; . . .; n� 1

_xn ¼ �
Xn

i¼1

aixi þ u
ð3:3Þ

Let us assume that aim of control is zeroing of the output y = x1. Let u will be a
function of the vector x with discontinuity surface determined by the equation
s = 0, where

s ¼
Xn

i¼1

cixi; ci ¼ const; cn ¼ 1 ð3:4Þ

If trajectories are directed at the surface s = 0, then SMC occurred. The suf-
ficient condition is:

lim
s!0þ

_s\0

lim
s!0�

_s [ 0
ð3:5Þ

It means that if s is positive, then its derivative should be negative and if s is
negative, then its derivative should be positive. So, when the Eq. (3.5) is fulfilled,

Fig. 2 Strategy of variable
structure system
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trajectories will be attracted to the sliding surface. Thus, the resulting equation of
the system working with SMC is as follows:

_xi ¼ xiþ1 for i ¼ 1; 2; . . .; n� 2

_xn�1 ¼ �
Xn

i¼1

cixi
ð3:6Þ

Note, that these equations are not dependent from control parameters but only
from parameters ci.

The main problem is to select control to meet the following properties:

• the sliding mode must exist in all points of the surface s = 0,
• control should provide reaching this surface.

In the case of classical SM, the switching function, used in control is function
sign( ).

signðsÞ ¼
þ1 if s� 0

�1 if s\0

(
ð3:7Þ

So the control of the SISO system is equal :

u ¼ Vm sign sð Þ ð3:8Þ

3.3.2 SMC for Nonlinear SISO Systems

A nonlinear SISO system with SMC is described as follows:

_x ¼ g x; tð Þ þ b x; tð Þu

u ¼
uþðx; tÞ dla s� 0

u�ðx; tÞ dla s\0

(
ð3:9Þ

where x; f 2 Rn; u 2 R:
Now, the problem is: how to choose functions u+(x, t), u-(x, t), and switching

surface s to obtain the desired system behaviour. In order to describe the dynamics
of the SMC system one could use equivalent control method. Using this method
equation for the ideal sliding mode will be received. Equivalent control fulfil the
following equation:

_s xð Þ ¼ 0 ð3:10Þ

The Eq. (3.14) could be rewritten in the following form:

ðrsÞT g x; tð Þ þ b x; tð Þuð Þ ¼ 0 ð3:11Þ
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The equivalent control is obtained from the Eq. (3.11) and is equal:

ueq ¼ �
rsð ÞT g x; tð Þ
rsð ÞT b x; tð Þ

ð3:12Þ

with assumption

rsð ÞTb x; tð Þ 6¼ 0 ð3:13Þ

Substituting the Eq. (3.12) to Eq. (3.9) we receive:

_x ¼ g x; tð Þ � rsð ÞT g x; tð Þ
rsð ÞT b x; tð Þ

b x; tð Þ ð3:14Þ

The Eq. (3.14) presents control dynamics of the SMC. Using the equivalent
control method we can also receive other SMC conditions different from Eq. (3.5).
The following condition must be fulfilled:

min uþ; u�ð Þ\ueq\ max uþ; u�ð Þ ð3:15Þ

3.3.3 SMC for MIMO Systems

The SMC description of the nonlinear MIMO systems is similar to those presented
for the SISO systems. An appropriate equation for this case can be written in the
following form:

_x ¼ g x; tð Þ þ B x; tð Þu

ui ¼
uþi ðx; tÞ for si� 0

u�i ðx; tÞ for si\0

(
ð3:16Þ

for i = 1, 2 , …, m. In addition x; f 2 Rn; u 2 Rm.
Equivalent control is obtained from the equation:

_s xð Þ ¼ 0 ð3:17Þ

Let us assume, that K(x) is a matrix with elements kij(x) defined as follows:

kij ¼
osi

oxj
ð3:18Þ

Note, that the rows of the K matrix are gradients of the function si(x).
Thus, the condition Eq. (3.17) can be written in following form

K xð Þ g x; tð Þ þ B x; tð Þuð Þ ¼ 0 ð3:19Þ
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From this formula one can get the equivalent control equation:

ueq ¼ � K xð ÞB x; tð Þð Þ�1K xð Þg x; tð Þ ð3:20Þ

with assumption:

det K xð ÞB x; tð Þð Þ 6¼ 0 ð3:21Þ

Putting the Eq. (3.20) to Eq. (3.16) one receives:

_x ¼ gðx; tÞ � Bðx; tÞðKðx; tÞBðx; tÞÞ�1Kðx; tÞgðx; tÞ ð3:22Þ

Note, that the sufficient conditions for sliding mode existence for MIMO sys-
tems is:

min uþi ; u
�
i

ffl �
\ueqi\ max uþi ; u

�
i

ffl �
ð3:23Þ

for i = 1. 2, …, m

3.3.4 Chattering Phenomenon in SMC

So far only an ideal case of Sliding Mode has been considered. However, in the
real condition certain vagueness is appearing:

• hysteresis in switching controls (what limits the frequency of switching),
• delay associated with sampling in digital controllers.

This causes that the system dynamics are not working precisely according to
dynamics determined by the sliding mode. Therefore in the real conditions high
frequency signal is occurring, which is called chattering. It is possible to eliminate
it using different methods. These methods are called chattering reduction methods.
For the purpose of chattering limitation, the continues switching function
approximation is applied. Systems using this approach are called quasi sliding
mode control systems.

Some other methods of chattering reduction are presented below:

• applying the low-pass filter on the controller output,
• adding switching function to equivalent control ueq function, which causes that

the part with saturation can have a smaller amplitude and consequently reduces
chattering,

• using sliding control of the higher order,
• applying the integral sliding mode,
• applying the sliding mode with adaptive switching surfaces,
• decoupling plant structures and applying sliding mode control for the new

object.
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3.4 Second Order SMC

In this section the definition of higher order SMC methods will be introduced [24].
The r order sliding mode control means

s ¼ _s ¼ s
:: ¼ � � � ¼ sðr�1Þ ¼ 0 ð3:24Þ

The higher order system description will be limited to second order system.
This is obvious that in first order SMC systems, a value of the function s derivative
can obtain high value. This is because, this value is not controlled. Reducing this
variable cause also chattering reduction.

In classical SMC, the switching function, used in control is function sign( ). It
means that the control signal is dependent only on switching function s. In the
second order SMC this signal is additionally dependent directly or indirectly on the
derivative of switching function. If the convergence to the origin of the function
_sðsÞin finite time, then occurs second order SMC.

Currently the most popular three following methods exist for achieving the
second order SMC:

• twisting algorithm (Levantovsky (Levant) 1985 [25]),
• sub-optimal algorithm (Bartolini et al. 1997 [26]),
• super-twisting algorithm (Levant 1993 [24]).

3.4.1 Twisting Algorithm

The twisting algorithm was introduced by Lewantowski in 1985 [25] (at present
Arie Levant). He also introduced the second order SMC term in the paper from
1993 [24].

The control function in twisting algorithm has the following form:

u ¼
�VmsignðsÞ if s_sffi 0

�VMsignðsÞ if s_s [ 0

(
ð3:25Þ

and VM [ Vm

Trajectories are twisted around the s� _s coordinates system. The origin of the
coordinate system is reached at the finite time.

3.4.2 Sub-Optimal Algorithm

The sub-optimal algorithm was described by Bartolini et al. in 1998 [26]. Control
in this system is described by following equations:
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u ¼
� U signðs� b sMÞ if ðs� b sMÞsM � 0

� a�U signðs� b sMÞ if ðs� b sMÞsM\0

(
ð3:26Þ

where U [ 0; a � [ 1; b 2 0; 1½ Þ; and sM is the last value s measured in the
moment when _s ¼ 0.

3.4.3 Super-Twisting the Algorithm

Super-twisting algorithm was published in 1993 by Levant. In this system control
signal is described by the following formulas:

u ¼ �k sj jqsignðsÞ þ u1

_u1 ¼ �W � signðsÞ
ð3:27Þ

where W [ 0; k [ 0; a � [ 1; q 2 0; 0:5ð �
Note, that in this algorithm, only information about the s functions is necessary.

In the other two methods the information about the derivative of s is required,
which is not easy to obtain.

3.5 Comparison of First and Second SMC

Among the advantages of the second order SMC are:

• The second order SMC system is getting smaller chattering towards the first
order SMC system,

• in the second order SMC the control signals and state variables are smooth at
keeping the robustness of the system,

• in the second order SMC construction of robust differentiating systems based on
the super-twisting algorithm is possible.

Among the disadvantages of the second order SMC are:

• in the second order SMC is much difficult to prove and to get the system
stability towards the first order SMC,

• in the second order SMC system is more parameters for adjusting, and not so
clear construction rules towards the first order SMC system.

This comparison shows that second order SMC systems have better properties
towards first order SMC systems, although obtaining this mode is technically more
difficult.
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3.6 Conclusions

This study presents the mathematical basis of first order SMC and second order
SMC. In the systematic way is explained how the VSS and particularly the SMC of
the first and second order are constructed. The first order SMC description for
linear and nonlinear systems with SISO and MIMO systems are presented. The
advantage of this control method i.e. the robustness of parameter changes is
clarified. Also, a disadvantageous chattering phenomenon is described, and dis-
cussed in which way it is possible to manage with this feature. Then three algo-
rithms for second order SMC controlling are introduced and shortly described.
Finally, the short comparison between first order SMC methods and second order
SMC is performed.

4 The Application of Feedback Linearization and Sliding
Mode to Induction Motor Control

4.1 Introduction

In this section the application of Sliding Mode Control (SMC) and feedback
linearization control (FLC) to induction motor (IM) will be presented. Thus three
application examples will be shown. At first the FLC algorithm with the linear
control of state variables will be investigated. After that the SMC will be used to
control linearized induction motor. The SMC application for such a system gives
us the possibility creating the direct control algorithms of the inverter. Finally, the
Sliding Mode Observer (SMO) of rotor flux and speed used in the linearized
induction motor will be described.

4.2 Application of Feedback Linearization to Induction
Motor Control

This section presents the application of feedback linearization to induction motor
control. The induction motor equations in per unit (pu.) system is described in the
following form:

_x ¼ f xð Þ þ usaga þ usbgb ð4:1Þ

where
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fðxÞ ¼

�awra � xmwrb þ axMisa
xmwra � awrb þ axMisb
abwra þ bxmwrb � cisa

�bxmwra þ abwrb � cisb

lðwraisb � wrbisaÞ � mL

sM

2
66664

3
77775

ð4:2Þ

ga ¼ ½0; 0; 1=rxs; 0; 0�T; gb ¼ ½0; 0; 0; 1=rxs; 0�T ð4:3Þ

x ¼ wra;wrb; isa; isb;xm

� �T ð4:4Þ

and a ¼ rr=xr; b ¼ xM=ðrxsxrÞ; c ¼ rsx2
r þ rrx2

M

ffl �
=ðrxsx2

r Þ; l ¼ xM= ðsMxrÞr
¼ 1� x2

M=ðrxsxrÞ, where motor parameters rr, rs are rotor and stator resistance in
pu. system, and xr, xs, xM, are rotor, stator and main inductance in pu. system.

Note that xm;wra;wrb, are not dependent on control signals usa; usb. In this case it
is easy to choose two variables dependent on x only. Now the feedback linearization
procedure will be applied, which was described in Sect. 2. So we can define [3, 4]:

/1 xð Þ ¼ w2
ra þ w2

rb ¼ w2 ð4:5Þ

/2 xð Þ ¼ xm ð4:6Þ

Let /1 xð Þ;/2 xð Þ are the output variables. The aim of control is to obtain:

• constant flux amplitude,
• reference angular speed.

Part of the new state variables we can choose according to (4.5) and (4.6). So,
the full definition of new coordinates is given by [8, 9]:

z1 ¼ /1 xð Þ
z2 ¼ Lf /1 xð Þ
z3 ¼ /2 xð Þ
z4 ¼ Lf /2 xð Þ

z5 ¼ arctan
wrb

wra

ffi �
ð4:7Þ

where Lfh is the Lie derivative of h with respect to a vector field f (2.1).
Note, that the fifth variable cannot be linearizable and the linearization can be

only partial. Denote:

/3 xð Þ ¼ z5 ð4:8Þ

then the dynamic of the system is given by:
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_z1 ¼ z2

_z2 ¼ L2
f /1 xð Þ þ LgaLf /1 xð Þusa þ LgbLf /1 xð Þusb

_z3 ¼ z4

_z4 ¼ L2
f /2 xð Þ þ LgaLf /2 xð Þusa þ LgbLf /2 xð Þusb

_z5 ¼ L2
f /3 xð Þ

ð4:9Þ

In the further part of this section we will consider the system consists of the first
four equations, because the fifth variable is only responsible for the zero dynamics
of the system. We can define linearizing feedback as [4]:

usa

usb

� 	
¼ D�1 �L2

f /1

�L2
f /2

� 	
þ v1

v2

� 	
 �
ð4:10Þ

D is given by:

D ¼ LgaLf /1 LgbLf /1

LgaLf /2 LgbLf /2

� 	
ð4:11Þ

After simple calculation, with the assumption that det(D) 6¼ 0 what means that
wr 6¼ 0, the following equation is fulfilled:

D�1 ¼ rxs

2alxMw2
r

lwra �2axMwrb
lwrb �2axMwra

� 	
ð4:12Þ

and L2
f /1; L2

f /2 are equal:

L2
f /1 ¼ 2a ð2aþ abxM w2

ra þ w2
rb

� 

þ ax2

M i2
sa þ i2sb

� 
h

� cxM þ 3axMð Þ wraisa þ wrbisb
ffl �

þ xMxm wraisb � wraisb
ffl �� ð4:13Þ

L2
f /2 ¼� l xm wraisa þ wrbisb

ffl �
þ bxm w2

ra þ w2
rb

� 
h

þ cþ að Þ wraisb � wrbisa
ffl �� ð4:14Þ

The resulting system is described by the equations:

_z1 ¼ z2

_z2 ¼ v1

_z3 ¼ z4

_z4 ¼ v2

ð4:15Þ

So, the block diagram of the linearized system is shown in the Fig. 3
Control signals can be calculated by the following formulas:

v1 ¼ k11 z1 � z1refð Þ � k12z2 ð4:16Þ
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v2 ¼ k21 z3 � z3refð Þ � k22z4 ð4:17Þ

where coefficients k11, k12, k21, k22 are chosen to determinate closed loop system
dynamic.

Control algorithm consists of two steps (Fig. 4):

• calculations v1, v2 according to Eq. (4.16) and (4.17),
• calculations usa, usb according to Eq. (4.10).

Application of the feedback linearization method gives us a possibility to get
very good behaviour in steady and dynamical states. The main features and
advantages of the presented control are:

• with control variables v1, v2 the FLC guarantee the exactly decoupling of the
motor speed and rotor flux control in both dynamic and steady states.

• the FLC is implemented in a state feedback fashion and needs more complex
signal processing (full information about motor state variables and load torque is
required).

4.3 Feedback Linearization with Sliding Mode

In many publications the SMC is applied to vector controlled IM [5–9]. In this
section application of the sliding mode technique to the resulting linear system
obtained by feedback linearization is described. The robustness and the discon-
tinuous nature of Variable Structure Control permits to use this control technique
to the PWM fed induction motor drives, what is the greatest advantage in this
control area.

In SLM [12] the system structure is switched when the system state crosses the
predetermined discontinuity line, so that the plant state slides along the reference
trajectory. This type of control was described in Sect. 3. The design of SMC
requires a suitable control law. The simplest way to solve this problem is to use

τM

−
mL

v1

v2

ω
M

z4

z2

Ψr
2Ψr

m

∫

∫

∫ ∫

Fig. 3 Block diagram of
induction motor with control
signals v1, v2 (feedback
linearization)
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bang–bang controller. In this case the absolute value of the control command v is
constant and the sign is given by the sign of a commutation function s as follows:

v ¼ vmax sgn sð Þ ð4:18Þ

The controller gain vmax can be evaluated based on the existing condition of
sliding mode Eq. 3.5:

In the case of linearized motor, there are two error signals:

e1 ¼ z1ref � z1 ð4:19aÞ

e2 ¼ z3ref � z3 ð4:19bÞ

two sliding lines defined by:

s1 ¼ e1 þ s1 _e1

s2 ¼ e2 þ s2 _e2
ð4:20Þ

and two control signals:

v1 ¼ v1maxsgn s1ð Þ ð4:21aÞ

v2 ¼ v2maxsgn s2ð Þ ð4:21bÞ

Note that for each vector v1, v2 the conditions Eq. (3.5) must be fulfilled and this
gives us possibilities to choose a vector pattern in PWM inverter.

In many papers [5–9, 27–30], where the nonlinear control of induction motor is
described, the inverter model does not take into account. However, in the case of
two-level three-phase inverter, it is easy to show that using SLM approach one can
find the voltage vector, from the set of eight possible vectors, which assure the

ψrc

ωmc

PWM
Vector

Modulator

Flux
Cont.

Speed
Cont.

Control
Signals
Trans-

formation

Flux
Vector

Estimation

Feedback
Signals

Transfor-
mation

udSA

SB

SC

usαc

usβc

ψrβ ψrα

isα

isβ

usα

usβ

ωm

ψ2
r

ψrα

ψrβ

ωm

ωm

ψ2
r

isα isβ

v1

v2

ωm

.

.

Fig. 4 Block diagram of feedback linearized control of two level three phase voltage source
inverter fed induction motor
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correct system behaviour (i.e. according to sliding mode conditions). It is obvious
that this approach is easy to extend for multilevel inverters.

The simplest way of producing the inverter switch states is to check all pos-
sibilities and choose this one, which fulfil the sliding mode conditions. The
algorithm could be performed in different ways using switching table Fig. 5
(algorithm 1) (Table 1).

where sector is defined by the angle of the rotor flux vector (Table 2):

ψrc

ωmc
Switching 

Table

Sliding 
line s1

Sliding 
line s2

Flux
Vector

Estimation

Feedback
Signals

Transfor-
mation

udSA

SB

SC

sign(s1)

isα

isβ

usα

usβ

ωm

ψ2
r

ψrα

ψrβ

ωm

ωm

ψ 2
r

s1

s2

.

.

ωm

sign(s2)

sign(ωm)

Fig. 5 The sliding mode control with switching table applied to the two-level three-phase
inverter fed induction motor

Table 1 Switching table in classical sliding mode

Sector s2 [ 0, s1 [ 0 s2 [ 0, s1 \ 0 s2 \ 0, s1 [ 0 s2 \ 0, s1 \ 0

1 2 3 6 5
2 3 4 1 6
3 4 5 2 1
4 5 6 3 2
5 6 1 4 3
6 1 2 5 4

Table 2 Definition of rotor
flux sector

-p/6 \uwr \p/6 1
p/6 \uwr \p/2 2
p/2 \uwr \ 5p/6 3
5p/6 \uwr \ 7p/6 4
7p/6 \uwr \ 3p/2 5
3p/2 \uwr \ 11p/6 6
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The algorithm could be modified in such a way, that in some situations we can
choose zero vector instead of active vectors. In this case the sign of mechanical
speed is taken to account, and the switching table is (algorithm 2) (Table 3):

This approach is correct in steady state, but not correct in transients, because the
SMC condition is not fulfilled in every time instance. In transient state another
modification could be used. Inside the e-neighborhood the algorithm with modi-
fication will be used and outside this region the algorithm which strictly fulfilled
the sliding mode conditions will be applied. (algorithm 3). The simulations of
these algorithms are performed. The oscillograms obtained for FLC with sinu-
soidal PWM and with linear speed and rotor flux controllers as well as for FLC
with sliding mode (algorithm 1) are shown in Fig. 6a, b. These figures show the

Table 3 Switching table in modified sliding mode

Sect. xm [ 0, s2 [ 0,
s1 [ 0

xm [ 0, s2 [ 0,
s1 \ 0

xms2 \ 0 xm \ 0, s2 \ 0,
s1 [ 0

xm \ 0, s2 \ 0,
s1 \ 0

1 2 3 0 6 5
2 3 4 0 1 6
3 4 5 0 2 1
4 5 6 0 3 2
5 6 1 0 4 3
6 1 2 0 5 4

Fig. 6 Steady state operation of the induction motor controlled via feedback linearization with
linear feedback and PWM (a) with SLMC (b) with modified SLMC (c): (a) stator currents isa, isb,
(b) stator voltage usb, (c) electromagnetic torque m, (d) stator voltage vector path usb(usa),
(e) stator current vector path isb(isa)
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steady state behaviour of the above systems. As can be seen from Fig. 6b that it
exists torque stress in some time instances. To guarantee better performance one
can apply algorithm 2 presented in the previous section. In Fig. 6c the simulation
results obtained for SMC with modification are shown. In Fig. 7 the response to
speed reference change is presented. The simulated oscillograms obtained for FLC
with sinusoidal PWM and with linear speed and rotor flux controllers as well as for
FLC with modified sliding mode (algorithm 3) are shown. These oscillograms
show the dynamic behaviour of the above systems, which are similar to each other.

FLC + PWM FLC + modified SLMC(a)
(a) (a)

(b) (b)

(c) (c)

(d) (d)

(e) (e)

(f) (f)

(b)

Fig. 7 Simulation results for change of the reference speed with induction motor controlled via
feedback linearization with linear feedback and PWM (a) and with the modified SLMC (b):
(a) reference speed xmref, (b) actual speed xm, (c) electromagnetic torque m, (d) rotor flux
components and absolute value (Wra, Wrb, Wr), (e) stator current component isa, (f) stator voltage
component usa
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4.4 Sliding Mode Observers

4.4.1 Application of Sliding Mode Observers

The description of sliding mode is presented in Chap. 3. The sliding mode con-
dition should be fulfilled, which imply the convergence to the prescribed surface.
The main advantage of SM is the robustness of the system.

Sliding mode could be applied to observers in which the discontinues terms are
used. In this section the Sliding Mode Observers (SMO) used for induction motor
are applied. Recently many papers devoted to this topic were written [31–37]. In
this work two different observers are presented, the parallel and serial SMO.

The parallel Sliding Mode Observer of rotor flux we can calculate using fol-
lowing formulas:

dŵra

dt
¼� aŵra � xmŵrb þ axMisa þ kVa

dŵrb

dt
¼� aŵrb þ xmŵra þ axMisa þ kVb

d̂isa

dt
¼abŵra þ bxmŵrb � ĉisa þ

1
rxs

ua þ Va

d̂isb

dt
¼abŵrb � bxmŵra � ĉisb þ

1
rxs

ub þ Vb

ð4:22Þ

where ŵra; ŵrb; îsa; îsb are estimated values of the rotor flux and stator currents, k is
a positive convergence rate coefficient and Va, Va are discontinues functions of the
current errors:

Va ¼ �V0signð�isaÞ ¼ �V0signð̂isa � isaÞ
Vb ¼ �V0signð�isbÞ ¼ �V0signð̂isb � isbÞ

ð4:23Þ

and V0 [ 0.
The scheme of this observer is presented in Fig. 8.
The serial SMO is based on current observer which is calculated by following

formula:

_̂isa

_̂isb

2

4

3

5 ¼ xM

rxsxr

kra

krb

" #
� rs

rxs

îsa

îsb

" #
þ 1

rxs

usa

usb

" #
ð4:24Þ

and in this case the flux observer is

_̂wra

_̂wrb

2
4

3
5 ¼ �

kra

krb

" #
ð4:25Þ
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kra ¼ �V0signð�isaÞ ¼ �V0signð̂isa � isaÞ
krb ¼ �V0signð�isbÞ ¼ �V0signð̂isb � isbÞ

ð4:26Þ

and V0 [ 0.
The scheme of this observer is presented in Fig. 9.
Knowing the estimated current, estimated rotor flux, and k function values, we

can express estimated rotor speed as [33]

x̂m ¼
ŵrb � kra � ŵra � krb � axM ð̂isbŵra � îsaŵrbÞ

ŵ2
ra þ ŵ2

rb

ð4:27Þ

4.4.2 SMO Results

The simulated and experimental oscillograms were obtained for FLC with vector
PWM and with Sliding Mode Flux Observers (Fig. 10).

Simulation of two described vector flux estimators is shown in Figs. 11 and 12
(steady state operation). and Figs. 13 and 14 (dynamic behaviour). It is obvious,

Fig. 8 Parallel sliding mode flux observer

Fig. 9 Serial sliding mode flux observer
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that the parallel flux estimator is better compare to serial one, therefore this
estimation was selected to experiment.

These oscillograms confirm the good dynamic behaviour of the system, and the
correct operation of Sliding Mode Flux Observers. Additionally using a serial SM
observer approach there is possible to obtain mechanical speed. It should be noted,
that to calculate rotor flux in feedback linearization control the parallel SM
observer is used.

ψrc

ωmc

PWM
Vector

Modulator

Sliding 
Mode 

Control

Control
Signals
Trans-

formation

Flux
Vector

Estimation

Feedback
Signals

Transfor-
mation

udSA

SB

SC

usαc

usβc

ψrβ ψrα

isα

isβ

usα

usβ

ωm

ψ2
r

ψrα

ψrβ

ωm

ωm

ψ2
r

isα isβ

v1

v2

ωm

.

.

Fig. 10 Control of induction motor via feedback linearization

Fig. 11 Simulation results for steady state operation (xm = 0.5i mL = 0.2) for parallel SMO
a current and voltage, b speed and speed command, c flux estimation errors, d electromagnetic
torque
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Figure 15 shows the correct operation of Sliding Mode Speed Observer in
simulation, in both dynamic and steady state. We can note, that the response of the
system is proper, and the speed sensorless system gives good results.

Fig. 12 Simulation results for steady state operation (xm = 0.5i mL = 0.2) for serial SMO
a current and voltage, b speed and speed command, c flux estimation errors, d electromagnetic torque

Fig. 13 Dynamic behavior. The speed reversal xm = -0.3, 0.3 for parallel SMO. a Current and
voltage, b speed and speed command, c flux estimation errors, d electromagnetic torque
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5 Conclusions

In this chapter several applications of feedback linearization (FLC) and sliding
mode control (SMC) and observers for inverter fed induction motor is presented.
Features and advantages described algorithms can be summarized as follows.

Fig. 14 Dynamic behavior. The speed reversal xm = -0.3, 0.3 for serial SMO. a Current and
voltage, b speed and speed command, c flux estimation errors, d electromagnetic torque

Fig. 15 Simulation results for steady-state (left side) and speed reversal (right side). a Command
speed and mechanical speed, b speed estimation error
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• The FLC guarantees the exactly decoupling of the motor speed and rotor flux
control. Thus this control method gives a possibility to get very good behaviour
in both dynamic and steady states.

• Since in the FLC chosen variables (xm;w
2
r ) and its derivative ( _xm; _w2

r ) are used
as new coordinates this approach will be well suited for SMC speed and position
controllers. The SMC is robust. Therefore, the combination of these two algo-
rithms allow achieving the advantages of both: decoupled, robust system.

• The SMC approach assures direct control of inverter legs and allows using a
simple table instead of performing complicated PWM calculation.

• The good behaviour of rotor flux and speed Sliding Mode Observers (SMO) is
the important feature of the system and allows achieving very good results.

Thus the SMC and FLC, both together and separately, offer an interesting
perspective in future research. These approaches are also a good alternative to
other solutions, such as predictive and adaptive systems, and soft computing.
SMOs are frequently used in drive systems. Sliding Mode Controllers work well in
switching systems, and in systems which parameters are variable or not accurately
set. The FLC approach is applied when we are dealing with non-linear systems,
such as for example different types of drive systems. Therefore, we can say that
these approaches are very useful in a variety of applications and, in particular, in
the drive systems and power electronics.
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