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  Pref ace    

 Despite rapid and remarkable advances in basic medical science, discoveries in 
basic science can successfully be translated into clinical applications only after a 
time-consuming process and, unfortunately, only in extremely rare cases. The pro-
cess has often been likened to a seemingly endless trip through a long and dark 
tunnel. The research fi eld of translational science has thus been craved for, to unite 
basic and clinical sciences and make innovative medical technology a reality. 

 There are multiple vital steps in the creation of innovative medical technology: 
development and analysis of optimal animal models of human diseases, interpreta-
tion of data from genome science and epidemiology to address human disease and 
pathology, and establishment of “proof of concept” that plays a pivotal role in tran-
sitional to preclinical stages of translational science. Besides drug research and 
development, great expectations have been harbored for progress in diagnostic tech-
nology, new surgical procedures, and new clinical devices and equipment. Original 
research targets may well be rare diseases. More importantly, one can hope and try 
to expand the scope of the research into common diseases with the aid of “clinical 
wisdom.” 

 In 2012, the Uehara Memorial Foundation launched the Innovative Medicine: 
Basic Research and Development project with the intention of making a contribu-
tion to the promotion and acceleration of medical research in Japan. Twenty out-
standing Japanese researchers were selected to be part of the project team consisting 
of basic and clinician scientists, aiming at the goal of innovative medicine. 

 In the international symposium, held in Tokyo, 15–17 June 2014, fresh new fi nd-
ings of the project team and cutting-edge research developments were presented by 
leading basic and clinician scientists from around the globe who were invited speak-
ers at the symposium, similarly aiming at the realization of innovative medicine. 

 Core themes were:

    1.    Basic research for innovative medicine   
   2.    Translational research for innovative medicine   
   3.    New technology for innovative medicine     
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 We sincerely hope that the symposium has sparked an upsurge of basic medical 
science, translational research, and the realization of innovation in its true sense in 
medical science and practice. 

 We are very grateful for the speakers and participants and are pleased to be able 
to publish the proceedings of this exciting symposium.  

  Kyoto, Japan     Kazuwa     Nakao     

Preface 
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      Diverting Glycolysis to Combat Oxidative 
Stress                     

       Edouard     Mullarky      and     Lewis     C.     Cantley    

    Abstract     Reactive oxygen species (ROS) are an intricate part of normal cellular 
physiology. In excess, however, ROS can damage all three major classes of macro-
molecules and compromise cell viability. We briefl y discuss the physiology of ROS 
but focus on the mechanisms cells use to preserve redox homeostasis upon oxidative 
stress, with particular emphasis on glycolysis. ROS inhibits multiple glycolytic 
enzymes, including glyceraldehyde 3-phosphate dehydrogenase, pyruvate kinase 
M2, and phosphofructokinase-1. Consistently, glycolytic inhibition promotes fl ux 
into the oxidative arm of the pentose phosphate pathway to generate NADPH. NADPH 
is critically important, as it provides the reducing power that fuels the protein-based 
antioxidant systems and recycles oxidized glutathione. The unique ability of pyru-
vate kinase M2 inhibition to promote serine synthesis in the context of oxidative 
stress is also discussed.  

  Keywords     Oxidative stress   •   Glycolysis   •   Pentose phosphate pathway   •   PKM2   • 
  GAPDH   •   ROS   •   NADPH  

        Chemical Defi nition and Sources of ROS 

 Reactive oxygen species (ROS) is a vague moniker used to describe a variety of 
oxygen-containing, chemically reactive small molecules, such as superoxide (•O 2  − ), 
the hydroxyl radical (HO•), and hydrogen peroxide (H 2 O 2 ), that cause oxidative 
stress. ROS can be generated from exogenous sources like ionizing radiation or 
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redox-cycling xenobiotics [ 1 ,  2 ]. Endogenously, ROS are an obligate by-product 
of aerobic metabolism. Typically, molecular oxygen is reduced by single- or 
two- electron mechanisms, yielding superoxide or hydrogen peroxide, respectively. 
Mitochondria are the predominant source of ROS owing to the electron transport 
chain (ETC), but peroxisomes and the endoplasmic reticulum contribute. During 
normal respiration, 1–2 % of molecular oxygen is converted to superoxide owing 
to electron leak at Complexes I and III [ 1 ,  3 ,  4 ]. Perturbations in mitochondrial 
metabolism such as changes in oxygen tension and the actions of mitochondrial 
uncoupling proteins can modulate superoxide production [ 5 ,  6 ]. In addition, 
enzymes including the NADPH oxidases, which are particularly important in 
phagocytic cells, xanthine oxidases, uncoupled nitric oxide synthases, and cyto-
chrome P-450s actively produce ROS [ 7 ]. Redox-active metal ions, such as iron, 
can generate the highly reactive hydroxyl radical from hydrogen peroxide via the 
Fenton reaction [ 8 ]. While diverse reactive oxygen species are commonly grouped 
together under the term ROS, it is important to remember that their chemistry, and 
hence biology, differ substantially. For instance, hydroxyl radicals react with near 
diffusion-limited rate constants with almost any organic molecule. The more limited 
reactivity of hydrogen peroxide enables it to diffuse across membranes and oxidize 
thiols specifi cally, thus making it a more suitable ROS second messenger [ 9 ,  10 ]. 
In general, reactivity comes at the expense of specifi city.  

    Physiology of ROS 

 In excess, ROS can lead to widespread oxidative damage of all three macromolecu-
lar classes—lipids, protein, nucleic acids—and ultimately to cell death via apoptotic 
or necrotic pathways [ 11 ]. For instance, the hydroxyl radical and a protonated form 
of superoxide can initiate dangerous autocatalytic lipid peroxidation [ 11 – 13 ]. ROS 
are mutagenic and may therefore promote tumorigenesis [ 8 ]. Hydroxyl radical–
induced 8-oxoguanine lesions promote genomic G-to-T and C-to-A substitutions 
due to mismatched base pairing [ 14 ]. The hydroxyl radicals produced via ionizing 
radiation or Fenton reactions are such strong oxidants that they can abstract hydrogen 
atoms from a polypeptide backbone to generate a carbon radical [ 8 ,  15 ]. In addition, 
ROS-mediated proline oxidation can result in the cleavage of a protein peptide 
backbone. Amino acid side chains, such as those of methionine and cysteine and 
the aromatic groups of phenylalanine, tryptophan, tyrosine, and histidine, are also 
vulnerable to attack. Protein carbonylation is commonly used as a marker for oxida-
tive stress. Oxidative protein modifi cation can result in protein–protein cross- links. 
For example, the amino group of a lysine residue can attack a carbonyl of another 
protein. Importantly, some of the protein oxidative modifi cations, particularly protein 
cross-links, are resistant to proteasomal degradation and can inhibit the activity of 
the proteasome towards other proteins [ 16 ]. 

E. Mullarky and L.C. Cantley
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 In moderate amounts, however, ROS are intricately linked with “normal” cellular 
physiology. In nonphagocytic cells, stimulating tyrosine kinase receptors via epi-
dermal growth factor (EGF), platelet-derived growth factor (PDGF), and vascular 
endothelial growth factor (VEGF) induces a transient increase in cellular ROS [ 8 , 
 17 – 19 ]. The signaling can be attenuated by antioxidant treatment. Nature has 
exploited the redox sensitivity of cysteine thiol groups to develop biochemical 
switches poised to functionally respond to changes in cellular ROS [ 20 ,  21 ]. 
Several of these thiol switches respond to growth factor stimulation–induced 
ROS. Specifi cally, ROS reversibly inhibits catalytic cysteine residues of the lipid 
phosphatase PTEN (phosphatase and tensin homolog) by disulfi de bond formation 
and protein tyrosine phosphatases (PTPs) by cyclic sulfonamide formation. Thus, 
ROS-mediated phosphatase inhibition serves to enhance phosphatidylinositol-3 
kinase (PI3K) and tyrosine kinase proliferative and survival signaling [ 20 ,  22 ,  23 ]. 
Most cytosolic protein thiol groups have a pKa greater than the physiological pH 
and are thus protonated and insensitive to the more mild forms of ROS such as 
hydrogen peroxide. However, the thiol switch local environment signifi cantly 
reduces the cysteine side chain pKa such that the more nucleophilic thiolate anion 
predominates [ 9 ,  20 ]. Thus, the thiolate anion is sensitized to changes in cellular 
ROS and ready to respond. In addition, thiols can react with electrophilic species 
via a Michael addition mechanism to form a covalent adduct potentially triggering 
the thiol switch [ 9 ]. 

 ROS can both activate and repress transcription factors via thiol switch–based 
mechanisms. Rather than inhibiting enzymatic activity, as with the phosphatases 
discussed above, thiol oxidation induces conformational changes to regulate tran-
scription factor subcellular localization. In  Saccharomyces cerevisiae , for example, 
the AP-1-like transcription factor Yap1p responds to oxidative stress via H 2 O 2 - 
induced inter- and intramolecular disulfi de exchanges that result in a conforma-
tional change in Yap1p. Conformational remodeling masks the nuclear export signal 
promoting nuclear stabilization and antioxidant gene expression. The Yap1p thiol 
switch thus permits a yeast cell to regulate an antioxidant gene program that 
responds to ROS directly [ 20 ]. Similarly, mammalian cells utilize a thiol redox 
switch to induce an antioxidant gene expression program in response to oxidative 
and xenobiotic stresses. Under “normal” conditions, Keap1 (Kelch-like ECH- 
associated protein 1) negatively regulates NRF2 (nuclear factor erythroid 2-related 
factor 2) by acting as an adapter for a CUL3 E3 ligase that targets NRF2 for ubiqui-
tination and proteasomal degradation [ 24 ]. Keap1 contains multiple cysteine resi-
dues that are targeted by oxidants, including ROS and exogenous or endogenous 
electrophiles, to disrupt NRF2 repression [ 25 – 28 ]. Thus stabilized, NRF2 can 
induce expression of approximately 200 genes to promote both antioxidant and 
xenobiotic responses. Important NRF2 targets include glutathione (GSH) synthesis 
genes, such as the catalytic (GCLC) and modifi er (GCLM) subunits of the rate- 
limiting step in GSH synthesis, and glutathione reductase (GSR).  

Diverting Glycolysis to Combat Oxidative Stress
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    Biochemical Mechanisms that Preserve Redox Homeostasis 

 In addition to transcriptional responses like that of NRF2, cells employ a number of 
strategies to maintain redox homeostasis. The cytosol is maintained at a negative 
reducing potential of approximately −250 mV using the abundant (1–10 mM) 
tripeptide glutathione (GSH) and its oxidized form (GSSG) as a redox couple 
buffer [ 20 ]. High-catalytic-activity enzymes rapidly scavenge ROS as they are 
produced. Cytoplasmic and mitochondrial isoforms of superoxide dismutase (SOD) 
enhance 10,000-fold the spontaneous dismutation of superoxide to hydrogen 
peroxide [ 29 ]. Peroxisomal catalase (CAT) and glutathione peroxidases (GPx) can 
further degrade hydrogen peroxide to water and molecular oxygen [ 10 ]. Were ROS 
to evade direct enzymatic scavenging and oxidize protein thiols, the parallel thiore-
doxin (Trx) and glutaredoxin (Grx) systems reduce the damage. Trx and Grx are 
small proteins (9–16 kD), which share a dicysteine active site motif (CxxC) in a Trx 
fold [ 30 ]. The Trx mechanism involves a Trx-to-target protein-mixed disulfi de that 
is subsequently nucleophilically attacked, by the remaining active site cysteine, to 
form an intramolecular Trx disulfi de fully reducing the target protein. Grx prefers to 
attack S-glutathionylated target proteins forming a mixed Grx–glutathione disulfi de 
that is resolved by a second GSH molecule releasing reduced Grx and GSSG. Both 
systems are ultimately dependent on cellular NADPH-reducing equivalents to 
regenerate them: Trx reductase (TrxR) and glutathione reductase (GSR) use NADPH 
to reduce oxidized Trx and GSSG, respectively (Fig.  1 ) [ 30 ]. In addition, glutathione 
peroxidases such GPx4 use GSH to reduce lipid and cholesterol peroxides [ 4 ,  31 ]. 
NRF2 activation induces the expression of multiple metabolic enzymes that 
directly generate NADPH, including glucose-6-phosphate dehydrogenase (G6PD), 
6- phosphogluconate dehydrogenase (PGD), isocitrate dehydrogenase (IDH1), and 
malic enzyme (ME1), while downregulating genes for fatty acid synthesis that con-
sume NADPH [ 32 ,  33 ]. This allows NRF2 to stimulate the production of NADPH, 
the fundamental source of cellular reducing power. While catalase does not require 
NADPH for its enzymatic activity, it has an allosteric site for NADPH that main-
tains catalase in its active conformation [ 34 ]. ROS can activate mitogen-activated 
kinase (MAPK) signaling cascades that respond to cellular stress. Under normal 
conditions, ASK1 (apoptosis signaling-regulated kinase) is bound to Trx and 
inhibited. Trx binding requires the Trx dicysteine motif to be reduced. Following 
oxidation, ASK1 is released and free to oligomerize and autophosphorylate. Thus 
activated, ASK1 induces MAPK cascades that activate the p38 and JNK stress 
kinases to promote apoptosis [ 35 ]. Interestingly, the α-arrestin family member 
Trx- interacting protein (TXNIP) seems to integrate glucose availability and ROS. As 
its name indicates, TXNIP forms intermolecular disulfi des with Trx, inhibiting it 
and promoting oxidative stress [ 36 ]. TXNIP furthermore regulates the glucose 
transporter Glut1 by suppressing Glut1 mRNA and promoting its internalization via 
clathrin-coated pits. AMP-activated protein kinase (AMPK)—the cellular energy 
sensor—is activated under low-energy conditions to suppress ATP consumption and 
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increase ATP production. As such, AMPK phosphorylates TXNIP, thereby promoting 
its degradation via the proteasome to stabilize Glut1 mRNA and maintain Glut1 
transporters at the plasma membrane [ 37 ].

       Metabolic Adaptations to ROS 

 Metabolism is profoundly affected by oxidative stress. In excess, oxidation can 
provoke metabolic failure, compromising cell viability by inactivating enzymes of 
glycolysis, the Krebs cycle, and the ETC [ 11 ,  38 ]. For example, oxygen-labile iron–
sulfur clusters, such as those of aconitase or ETC complexes, are often targeted 
[ 4 ,  39 ]. However, metabolism has also evolved to respond to such stresses in an 
adaptive manner. Frequently, the mechanism revolves around thiol-based switches 
that allow the cell to rewire metabolism in a way that promotes an antioxidant 
response independent of transcriptional or signaling pathways. As such, metabolism 
is one of the faster responders; metabolic rewiring is evident within minutes of 
oxidative stress [ 40 ]. We will explore how cells tune glycolytic metabolism to 
cope with oxidative damage. Much of the antioxidant systems ineluctably rest on 
the NADPH to NADP +  ratio. Thus, a recurring theme will be how glycolytic fl ux is 
diverted into NADPH-generating processes. 
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  Fig. 1    Antioxidant systems that preserve redox homeostasis. Electron (e − ) leak from the electron 
transport chain (ETC) produces superoxide (•O 2  − ). Superoxide dismutase (SOD) converts superox-
ide to hydrogen peroxide. Glutathione peroxidases (GPx) reduce peroxides, such as hydrogen 
peroxide (H 2 O 2 ), oxidizing glutathione (GSH) to GSSG. Reactive oxygen species (ROS) can oxi-
dize proteins. The parallel thioredoxin (Trx) and glutaredoxin (Grx) systems can reduce proteins 
by oxidizing their dicysteine motif or GSH, respectively. Trx reductase (TrxR) and glutathione 
reductase (GSR) consume NADPH to restore Trx and GSH       
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    The Pentose Phosphate Pathway and NADPH Production 

 After glucose is imported into the cell via GLUT transporters, it is phosphorylated 
by hexokinase (HK) at the 6 position to generate glucose-6-phosphate (G6P). 
Glucose phosphorylation has the dual benefi ts of trapping glucose within the cell 
and providing a trans-membrane concentration gradient to draw more glucose in. 
G6P lies at the nexus of glycolysis, glycogen synthesis—via conversion to glucose-
1- phosphate—and the oxidative arm of the pentose phosphate pathway (ox-PPP). 
The predominant fate of G6P is a function of cell type and metabolic demand. The 
ox-PPP is traditionally considered the predominant producer of cellular NADPH 
and is thus critical for antioxidant defense [ 41 ]. Conceptually, the ox-PPP is distinct 
from the reversible non-oxidative phase of the PPP, which does not produce NADPH 
(Fig.  2 ) [ 42 ]. G6PD catalyzes the fi rst committed and rate-limiting step of the ox-PPP, 
generating one unit of NADPH and 6-phosphoglucolactone [ 34 ]. The unstable 
lactone ring is opened by phosphogluconolactonase to yield 6- phosphogluconate, 
which is subsequently decarboxylated by PGD to give an additional unit of NADPH 

G6P 

F6P

F-1,6-BP

G3PDHAP

GdL6P Ru5P

R5PX5P

S7P

G3PE4P

Oxidative PPP 

NADP+ NADPH 
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Non-oxidative PPP 
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PFK1 

CO2 
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DNA

RNA

PGD 

F-2,6-BP PFK2

PEP
PKM2

TIGAR

Glycolysis 

p53
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  Fig. 2    Glycolysis and the pentose phosphate pathway (PPP). The PPP is composed of two distinct 
arms, the oxidative branch ( light blue ) and the non-oxidative branch ( gray ). While both arms 
produce ribose-5-phosphate, a precursor for nucleotide synthesis, only the oxidative branch con-
comitantly produces NADPH. Glycolytic fl ux enters the oxidative branch via glucose-6-phosphate 
dehydrogenase (G6PD). Fructose-2,6-bisphosphate (F-2,6-BP) activates phosphofructokinase-1 
(PFK1) to promote glycolysis ( light green ). In response to reactive oxygen species (ROS) and UV 
stress, p53 activates TIGAR (TP53-induced glycolysis and apoptosis regulator). TIGAR degrades 
F-2,6-BP, thereby inhibiting PFK1. This allows glycolytic fl ux to be diverted into the oxidative arm 
and enhances NADPH production to fuel the cellular antioxidant systems. Metabolic enzymes are 
shown in  dark blue        
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and ribulose-5-phosphate [ 34 ,  43 ]. The net yield per unit of G6P is therefore two 
NADPH and ribulose-5-phosphate. Ribulose-5-phosphate is an immediate precursor 
for the ribose-5-phosphate used in the synthesis of nucleotide sugar moieties. 
The G6P carbon may be recycled back into glycolysis as the non-oxidative arm PPP 
enzyme transketolase produces the glycolytic intermediates glyceraldehyde-3-phos-
phate (G3P) and fructose-6-phosphate (F6P) (Fig.  2 ) [ 34 ,  43 ]. Post-translationally, 
G6PD is regulated by phosphorylation, protein–protein interaction, and translocation 
to the plasma membrane upon growth factor stimulation [ 34 ,  44 – 47 ]. Importantly, 
G6PD is allosterically activated by the NADP +  to NADPH ratio [ 34 ,  48 ,  49 ]. Thus, 
as antioxidant enzymes, including those of the Grx and Trx systems, consume 
NADPH to reduce ROS-induced damage, NADP +  levels increase, stimulating the 
activity of the ox-PPP to produce more NADPH and maintain cellular reducing power.

   The importance of ox-PPP in protecting against oxidant stress is clearly evident 
from X-linked G6PD defi ciency, the most common human enzyme defect in the 
world. Erythrocytes are sensitive to oxidative stress and are highly dependent on 
ox-PPP to maintain NADPH and reduced GSH. Thus, one well-documented and 
potentially lethal clinical manifestation of G6PD defi ciency is acute hemolytic 
anemia following ingestion of oxidative stress–inducing agents. Such agents include 
the antimalarial primaquine, sulfonamides, and fava beans. Other patients suffer 
from chronic anemia [ 50 ,  51 ]. In agreement with the human pathology, in vitro 
experiments in a variety of cell types show that G6PD inhibition or genetic knock-
out increases sensitivity to oxidizing agents, including exogenous and endogenous 
H 2 O 2  [ 52 ,  53 ]. G6PD knockout increases the apoptotic response of CHO cells 
exposed to ionizing radiation consistent with the role of ROS in apoptosis [ 54 ]. 
Conversely, G6PD overexpression increases resistance to exogenous H 2 O 2  [ 52 ,  53 ]. 
The combination of human and in vitro data argues that the diversion of glycolytic 
fl ux into the ox-PPP pathway plays a vital role in antioxidant defense at both a 
cellular and organismal level. 

  Different cell types likely rely on different metabolic pathways to generate their 
basal level of NADPH. Mutant KRas-driven pancreatic ductal adenocarcinoma cells 
(PDAC) use glutamine-derived malate to generate basal NADPH, via malic enzyme 
(ME1), and keep ROS in check. In PDAC, G6PD knockdown does not affect 
NADPH levels, suggesting that it is not necessary for redox balance [ 56 ]. PDAC 
rely on the non-oxidative PPP branch to promote ribose biogenesis for nucleic acid 
production, hence decoupling it from NADPH synthesis [ 57 ]. In contrast, HEK293T 
cells are not dependent on ME1 but instead use the ox-PPP and folate cycle to generate 
basal NADPH and maintain reduced GSH pools [ 58 ]. Whether ox-PPP activation 
from a more inhibited state due to high NADPH levels under “normal” cellular 
conditions is the predominant NADPH stress response pathway, as some have 
suggested, needs further investigation [ 52 ,  54 ,  59 ]. For example, HEK293T cells 
derive a majority of their NADPH from the ox-PPP with the folate cycle producing 
a  substantial amount [ 58 ]. Knockdown of the folate cycle enzymes methylenetetra-
hydrofolate dehydrogenase 1 (MTHFD1) and MTHFD2 sensitizes HEK293T cells 
to acute hydrogen peroxide and diamide stress, indicating that the folate cycle also 
plays a role in dealing with oxidative stress presumably through its substantial 
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NADPH contribution. Whether folate cycle NADPH production is directly activated 
by ROS stress, like the ox-PPP, remains to be determined. The fact that NRF2 has 
evolved to regulate the expression of the NADPH-generating enzymes IDH1 and 
ME1, in addition to G6PD and PGD, suggests that it is benefi cial to activate NADPH 
production not only via the induction of the ox-PPP [ 28 ]. In the context of ME1 
knockdown PDAC cells, why the increases in NADP +  and ROS do not trigger 
increased ox-PPP pathway fl ux directly through G6PD or indirectly via NRF2 is not 
clear and is surprising given that other cell types are known to do so [ 53 ].  

    Phosphofructokinase-1 Inhibition 

 Once glucose is trapped within the cell as G6P, it undergoes a reversible isomeriza-
tion reaction to fructose-6-phosphate (F-6-P) catalyzed by phosphoglucose isomer-
ase (PGI). Phosphofructokinase-1 (PFK1) subsequently phosphorylates F-6-P at the 
1 position, yielding fructose-1,6-bisphosphate (F-1,6-BP). Importantly, the PFK1 
step is both rate limiting and the fi rst committed step of glycolysis; above PFK1, 
glycolytic intermediates can enter into glycogen synthesis, the ox-PPP, or the 
hexosamine pathway [ 60 ,  61 ]. PFK1 functions as the gatekeeper of glycolysis and 
is therefore highly regulated. ATP and citrate are allosteric inhibitors, while AMP 
and fructose-2,6-bisphosphate (F-2,6-BP) are activators [ 60 ,  61 ]. The exact PFK1 
kinetic parameters are determined by the specifi c subunit composition [ 62 ]. 
Releasing ATP-based PFK1 inhibition is important to stimulate glucose metabolism 
in proliferating cells [ 63 ]. This is in part achieved by F-2,6-BP-induced PFK1 acti-
vation. F-2,6-BP is produced by phosphofructokinase-2 (PFK2) phosphorylating 
F-6-P at the 2 position (Fig.  2 ). PFK2 is a bifunctional enzyme containing a kinase 
domain and bisphosphatase (BPase) domain at the N and C-termini, respectively 
[ 64 ,  65 ]. Thus, the cellular F-2,6-BP concentration depends on the rates of the two 
opposing activities. The kinase and BPase activities are regulated transcriptionally and 
post-translationally via, for example, hormonal stimulation [ 64 ,  65 ]. Conceptually, 
the F-2,6-BP shunt not only provides a PFK1 feed-forward mechanism to accelerate 
glycolysis when intracellular F-6-P accumulates but also helps decouple glycolytic 
fl ux from the cellular ATP charge. Unsurprisingly, PFK1 and PFK2 are deregulated 
in cancer [ 64 ,  66 ]. 

 TIGAR (TP53-induced glycolysis and apoptosis regulator) was identifi ed as a 
p53 target gene induced by ionizing radiation [ 67 ,  68 ]. TIGAR has a single BPase 
activity that degrades F-2,6-BP to F-6-P [ 64 ,  65 ]. By decreasing F-2,6-BP levels, 
TIGAR inhibits glycolytic fl ux downstream of PFK1. PFK1 inhibition allows the 
G6P and F6P pools to accumulate as their consumption is greatly diminished. The 
increased G6P can fl ow into the ox-PPP to generate NADPH. Consistent with this, 
TIGAR knockdown, or inhibition of upstream positive regulators, leads to increased 
ROS and a decrease in NADPH and reduced GSH [ 68 – 71 ]. The intestinal crypts of 
TIGAR knockout mice subjected to whole body irradiation are acutely more apop-
totic and have a greater diffi culty in regenerating themselves compared with those 
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of wild-type animals [ 72 ]. The apoptotic response is suggestive of a failure in 
dealing with ROS; left unchecked, ROS can trigger apoptosis. Use of an  in vitro  
three- dimensional crypt culture model showed that the TIGAR knockout crypts also 
have a proliferation defect. The defect can be rescued by exogenous antioxidants or 
nucleosides. Interestingly, nucleoside addition was found to help sustain a favorable 
GSH to GSSG ratio [ 72 ]. Overall, these mechanisms can be understood in that 
PFK1 inhibition allows for a buildup of G6P that pushes into the ox-PPP in which a 
rising NADP +  to NADPH ratio is furthermore activating G6PD. The NADPH thus 
produced provides reducing power to deal with the oxidative stress. The antioxidant 
effect of TIGAR under hypoxia is partially independent of its BPase activity and 
instead depends on TIGAR translocating to the mitochondria and associating with 
mitochondrial hexokinase-2 [ 73 ].  

    Glyceraldehyde 3-Phosphate Dehydrogenase Inhibition 

 The redirection of glycolytic fl ux through the ox-PPP to combat oxidative stress is 
also achieved by targeting glycolytic enzymes downstream of PFK1. Frequently, 
the process involves ROS directly oxidizing thiol switches within these enzymes. 
Subsequent to the PFK1 step, aldolase cleaves F-1,6-BP into two three-carbon 
molecules: dihydroxyacetone phosphate (DHAP) and G3P. G3P is the substrate of 
glyceraldehyde 3-phosphate dehydrogenase (GAPDH). GAPDH catalyzes the 
reversible oxidative phosphorylation of G3P to 1,3-bisphosphoglycerate (1,3-BPG) 
using NAD +  and inorganic phosphate. 1,3-BPG is a strong product inhibitor of 
GAPDH [ 74 ]. Mechanistically, GAPDH employs a conserved active site cysteine 
(Cys152 in humans) for a nucleophilic attack on the aldehyde moiety of G3P form-
ing a thiohemiacetal that rearranges to an acyl-enzyme intermediate with a hydride 
transfer to NAD + . The acyl-enzyme intermediate is resolved by an inorganic phos-
phate attack [ 74 ]. The same active site cysteine involved in catalysis functions as a 
thiol switch, as discussed below. Interestingly, GAPDH has other enzymatic activities 
including S-nitrolase, ADP-ribosylase, kinase, and peroxidase [ 74 ]. 

 The GAPDH reaction is not at equilibrium and is therefore a potential regulatory 
point of glycolysis [ 75 ]. In mammalian cells, GAPDH is inhibited within minutes 
of exposure to oxidants predominantly via direct enzyme inactivation and loss of the 
NAD +  cofactor presumably through PARP activation [ 40 ,  76 ]. The GAPDH active 
site cysteine is highly sensitive to inhibitory oxidative modifi cations of ROS and 
reactive nitrogen oxide species (RNS). With H 2 O 2 , the modifi cations include, in 
order of increasing oxidation, sulfenic, sulfi nic, and sulfonic acid. Additionally, the 
active site cysteine can oxidize by forming an intramolecular disulfi de with a proximal 
cysteine [ 20 ,  40 ,  77 – 80 ]. 

 Beyond direct ROS thiol oxidation, GAPDH is rapidly S-thiolated following 
both endogenous (e.g., monocyte respiratory bursts) and exogenous oxidative stress. 
S-thiolation is a posttranslational modifi cation in which proteins form mixed disul-
fi des with low molecular weight thiols. In human cells, the majority of adducts are 
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formed using GSH, but free cysteine also contributes. GAPDH S-thiolation is inhibitory. 
Activity can be restored by dithioerythritol (DTE) treatment or if the oxidative 
insult or stimulus is removed, indicating that the inhibition is reversible [ 81 ,  82 ]. 
 S. cerevisiae  knockout strains defective in GSH biosynthesis cannot recover 
GAPDH enzymatic activity, suggesting that GSH is necessary to protect against 
irreversible thiol hyperoxidation [ 83 ]. The process seems to be regulated, because 
S-thiolation is specifi c to the Tdh3 isoform of GAPDH in  S. cerevisiae , but not the 
Tdh2 isoform, despite high sequence homology (96 % identity). Tdh3 recovers 
activity within a 2-h period, but not Tdh2. Interestingly, the isozymes are required 
to deal with different types of exogenous oxidative stress—lethal dose versus a 
continuous low-level challenge [ 84 ]. ATP levels plummet following ROS stress as 
both mitochondrial and glycolytic ATP synthesis is inhibited [ 40 ,  76 ]. Protecting 
GAPDH from irreversible oxidation via S-thiolation may allow a cell to quickly 
resume glycolysis and hence ATP production after the stress wanes. Without a 
suffi ciently rapid recovery of ATP synthesis, cell death may ensue. Oxidative stress can 
also induce GAPDH aggregation via intermolecular disulfi de bonds dependent on 
the active site cysteine. Such aggregates are found in brain extracts from Alzheimer’s 
disease (AD) patients and may participate in the proapoptotic functions of GAPDH 
[ 20 ,  85 ,  86 ]. Importantly, GAPDH inhibition helps divert glycolytic fl ux into the 
ox-PPP pathway by allowing metabolites to accumulate upstream of the point of 
inhibition consistent with the observed induction of PPP enzymes following H 2 O 2  
treatment (Fig.  3 ) [ 83 ,  87 ]. Triose phosphate isomerase (TPI) immediately precedes 
GAPDH in glycolysis. Both  Caenorhabditis elegans  and  S. cerevisiae  mutants 
with reduced TPI activity are resistant to oxidative stress. Using a combination of 
genetic knockouts of PPP enzymes and metabolomic studies, it was shown that 
low-TPI- activity mutants or ROS inhibition of GAPDH rerouted fl ux through the 
PPP [ 88 ,  89 ]. Thus, GAPDH is an important target of ROS that mediates cellular 
antioxidant response.

       Pyruvate Kinase M2 Inhibition 

 Pyruvate kinase (PK) catalyzes the fi nal reaction of glycolysis transferring the 
phosphate moiety of phosphoenolpyruvate (PEP) to ADP, thus generating pyruvate 
and ATP. Mammals have four PK isoforms. The liver (PKL) and erythrocyte (PKR) 
isoforms are produced from the  PKLR  gene. The PKM1 and PKM2 isoforms derive 
from alternate splicing of exons 9 and 10 of the  PKM  gene, respectively [ 90 – 93 ]. 
PKM1 is predominantly expressed in adult differentiated tissues with a high ATP 
demand, such as the brain, heart, and muscle. PKM2 is expressed over the course of 
development, in cancers, and in tissues such as the spleen and lungs [ 94 ,  95 ]. PKM2 
differs from PKM1 in that it has a lower intrinsic enzymatic activity and has unique 
regulatory properties. PKM2 allosteric activators include AMP, the  de novo  
purine synthesis intermediate SAICAR (succinylaminoimidazolecarboxamide 
ribose-5- phosphate), the glycolytic intermediate F-1,6-BP, and the amino acid 
serine [ 95 – 98 ]. Cellular PKM2 is in a dynamic equilibrium between a less active 
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monomeric form and a more active tetrameric form. Mechanistically, F-1,6-BP 
allosterically activates PKM2 by stabilizing the tetramer. Conversely, as F-1,6-BP 
levels drop, the monomeric form prevails, inhibiting PKM2 activity. Thus, F-1,6-BP 
provides a regulatory loop to coordinate PKM2 activity based on the product of the 
critical PFK1 step and glucose availability [ 99 – 101 ]. Phosphotyrosine protein 
binding, tyrosine phosphorylation (Y105), and lysine acetylation (K433) prevent 
F-1,6-BP binding, thereby inhibiting PKM2 activity [ 102 – 104 ]. Surprisingly, mul-
tiple non- glycolytic functions unique to PKM2 have been proposed, including pro-
tein kinase and transcriptional coactivator activities. The role of PKM2 in cancer is 
under intensive study, in part because it has been argued that PKM2 is critical for 
the metabolic rewiring needed to support cancer cell proliferation, and also because 
of its novel non-glycolytic activities [ 96 ,  102 ,  105 – 111 ]. In studying the glycolytic 
function of PKM2 in cancer cells, it has become clear that PKM2 contains a thiol 
switch that is targeted by ROS [ 112 ]. 
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  Fig. 3    Reactive oxygen species (ROS)-mediated inhibition of glycolysis reroutes fl ux into the 
oxidative arm of the pentose phosphate pathway. ROS inactivates glyceraldehyde 3-phosphate 
dehydrogenase (GAPDH) and the pyruvate kinase isoform PKM2 by directly targeting cysteine 
residues. Alternatively, ROS and UV stress can trigger p53-dependent TIGAR (TP53-induced gly-
colysis and apoptosis regulator) activation that inhibits phosphofructokinase-1 (PFK1). Glycolytic 
inhibition promotes fl ux into the oxidative pentose phosphate pathway to produce NADPH and 
fuel cellular antioxidant systems ( graded green arrow ). For example, NADPH is consumed by 
glutathione reductase (GSR) to recycle oxidized glutathione (GSSG). PKM2 inhibition is unique 
in that it allows for a diversion of fl ux into the serine synthesis pathway. Serine not only contributes 
to the synthesis of macromolecules but is also a precursor for glutathione (GSH). Serine synthesis 
is activated by a buildup of 2-phosphoglycerate (2PG), which prevents 3-phosphoglycerate (3PG)-
induced inhibition of the oxidative pentose phosphate arm. Enzymes are shown in  purple . ROS 
targets are shown in  red        
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 Across diverse organisms ranging from  Escherichia coli  to humans, PK activity 
is inhibited by oxidative stresses [ 86 ,  112 – 114 ]. One of the earlier observations was 
that  E. coli  PK stored cold for prolonged periods of time without a reducing agent 
lost activity. Activity was unresponsive to the conventional activators AMP and 
F-1,6-BP, but could be recovered by incubating the inactive species with the 
reducing agents beta-mercaptoethanol or dithiothreitol (DTT) [ 113 ]. Whether the 
inhibition was an in vitro artifact or physiologically relevant was unclear. Prompted 
by the link between oxidative stress and Alzheimers disease (AD), proteomic studies 
to identify oxidatively modifi ed proteins in the hippocampi of patients suffering 
from mild cognitive impairment, a condition that commonly progresses to AD, 
revealed that PKM2 was signifi cantly more carboxylated in those patients than in 
controls [ 86 ]. Interestingly, in  S. cerevisiae , low PK activity activates respiration. 
Despite increased oxidative phosphorylation, increased ROS production is suppressed, 
hinting at some antioxidant function of low PK activity [ 115 ]. PEP functions as a 
competitive inhibitor of human and yeast TPI. Crystallographic studies indicate 
that the PKM2 substrate PEP binds directly in the TPI catalytic pocket [ 115 ,  116 ]. 
Thus, low PK activity enables PEP to accumulate, to form a negative feedback loop 
that reduces GAPDH substrate availability by preventing the interconversion of 
DHAP and G3P. TPI inhibition redirects fl ux into the PPP pathway and protects 
yeast from a variety of oxidative stresses explaining how the increased respiration 
resulting from low PK activity does not promote ROS [ 115 ]. Previous work had 
shown that TPI loss-of-function mutants in  S. cerevisiae  and  C. elegans  are similarly 
resistant to exogenous oxidative stresses in a manner genetically dependent on PPP 
enzymes [ 88 ,  89 ]. 

 Studying PKM2 in the context of cancer cell metabolism not only elucidated the 
mechanism whereby ROS inactivates PKM2, but also identifi ed the functional sig-
nifi cance of PMK2 inhibition [ 112 ]. In human cancer cells, several types of oxida-
tive stresses, including H 2 O 2 , diamide, and hypoxia, inactivate PKM2. DTT restores 
PKM2 activity to levels commensurate with those of untreated cells. Neither PKM1 
nor heteromers of PKM1 and PKM2 are inhibited by oxidation. Oxidation was 
shown to directly target Cys358 of PMK2 and decrease the levels of the active 
tetramer thereby explaining the reduced PKM2 activity. Mutating Cys358 to serine 
abrogates oxidative stress–induced PKM2 dissociation thus preserving the enzy-
matic activity under stress. Adding small molecule activators that bind to the PKM2 
subunit interface and stabilize the tetrameric form similarly prevent ROS-induced 
dissociation and loss of PKM2 activity [ 101 ,  112 ]. Functionally, PKM2 inhibition 
allows cells to increase G6P levels and ox-PPP pathway fl ux to generate more 
NADPH and hence preserve reduced GSH and prevent intracellular ROS accumula-
tion (Fig.  3 ). The ROS inducible PKM2 inhibition not only translates into greater 
survival when cells are exposed to acute oxidative stress, or chronic ROS stress 
induced by hypoxia, but also increases the tumorigenic potential of cells in xenografts. 
Both activator-treated and PKM2 C358S  mutant cells are defective in their antioxidant 
response indicating how critical tetramer dissociation is to protect against oxidative 
stress [ 112 ]. ROS-mediated PKM2 inhibition also suggests a mechanism whereby 
PEP levels can accumulate and inhibit TPI, as in the yeast study described above. 
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PEP inhibition of recombinant human TPI in biochemical assays has been 
demonstrated [ 115 ,  116 ]. Whether TPI inhibition is necessary for the protective 
effects of PKM2 inhibition in human cells remains unknown. PKM2 has been 
reported to interact with the HIF1α and HIF2α transcription factors to promote 
expression of glycolytic genes (e.g.,  SLC2A1, LDHA, PDK1 ) and  VEGFA . Thus, 
PKM2 may also promote ROS detoxifi cation by alleviating tumor hypoxia [ 117 ,  118 ].  

    De Novo Serine Synthesis 

 While PKM2 inhibition allows cells to fend off ROS by activating the ox-PPP, it 
may also help cells deal with more chronic oxidative stress by enabling a buildup of 
the glycolytic intermediate 3-phosphoglycerate (3PG). 3PG can be diverted into the 
phosphoserine pathway for  de novo  serine synthesis [ 119 – 121 ]. Alternatively, serine 
can be imported from the extracellular space by a variety of transporters, including 
the commonly expressed ASC system (ASCT1 and ASCT2), that mediate the 
symport of serine, alanine, or cysteine with sodium [ 122 ,  123 ]. Serine plays a vital 
role in the antioxidant defense system because it is a precursor for the synthesis of 
GSH (Fig.  3 ). The phosphoserine synthesis pathway consists of three sequential 
reactions: fi rst, 3-phosphoglycerate dehydrogenase (PHGDH) oxidizes 3PG using 
NAD +  to give 3-phosphohydroxypyruvate (3-PHP); second, the PLP-dependent 
phosphoserine aminotransferase (PSAT1) transaminates 3- phosphohydroxypyruvate 
to phosphoserine (PSER) utilizing glutamate as the nitrogen donor; fi nally, phos-
phoserine phosphatase (PSPH) hydrolyzes the PSER phosphate group to release 
serine [ 119 – 121 ]. PHGDH, which catalyzes the fi rst committed step of the pathway, 
was found to be focally amplifi ed in human tumors, particularly those of the breast 
and melanoma. Cancer cell lines harboring the amplifi cation, and some non- 
amplifi ed lines overexpressing PHGDH, are uniquely sensitive to knockdown of any 
enzyme in the pathway [ 124 ,  125 ]. Although some have speculated, the mechanism 
by which the phosphoserine pathway promotes tumorigenesis and why extracellular 
serine is unable to compensate remain to be determined [ 121 ]. Interestingly, 3PG is 
a competitive inhibitor of PGD. Thus, an extensive buildup of 3PG can inhibit 
ox-PPP NADPH production. 3PG levels are kept suffi ciently low via a feedback 
loop that activates 3PG diversion into the phosphoserine pathway. In glycolysis, 3PG 
is converted to 2-phosphoglycerate (2PG) by phosphoglycerate mutase 1 (PGAM1). 
2PG activates PHGDH to deplete excess 3PG, thereby promoting the synthesis of 
serine and preventing ox-PPP inhibition [ 126 ]. 

 Oxidative stress is known to damage all three principal classes of macromole-
cules -lipids, nucleic acids, and protein [ 11 ]. Macromolecules that cannot be 
repaired by the cellular antioxidant systems can be replaced by newly synthesized 
molecules. Serine is an important precursor for  de novo  macromolecule synthesis. 
Serine is directly incorporated into proteins and the head groups of certain abundant 
lipids such as sphingosine and phosphatidylserine [ 127 ,  128 ]. Serine hydroxymeth-
yltransferases (SHMTs) convert serine to glycine in a retro-aldol cleavage reaction 
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concomitantly charging the folate pool with a methylene group. In fact, the SHMT 
reaction is a major source of one-carbon units for the folate cycle. Glycine and the 
folate cycle donate carbon for the synthesis of purine and pyrimidines [ 129 ]. Thus, 
by contributing to protein, nucleic acid, and lipid synthesis, serine can help cells 
recover from oxidative damage to macromolecules. 

 The importance of serine in dealing with oxidative stress is further highlighted 
by its contribution to GSH synthesis. GSH is an enzymatically synthesized tripep-
tide composed of glutamate, cysteine and glycine. Cysteine and glycine can both be 
produced from serine or imported from the extracellular space. Serine combines 
with homocysteine in the transsulfuration pathway to yield cystathionine, which is 
subsequently hydrolyzed to cysteine and homoserine [ 42 ]. Glycine is formed from 
serine via SHMTs as described above. Thus, up to two moles of serine can be con-
sumed per mole of GSH produced. In certain cell types, a large fraction of cytosolic 
NADPH, comparable to that produced via the PPP, is produced from the oxidation 
of folate cycle one-carbon units derived from serine via the SHMT reaction [ 58 ]. 
Hence, the conversion of serine to glycine may have the twin benefi ts of fuelling 
GSH synthesis and providing the NADPH-reducing power to maintain GSH in its 
reduced form via glutathione reductase. Alternatively, the NADPH could fuel fatty 
acid synthesis to aid recovery from lipid oxidation damage [ 130 ]. There is signifi -
cant heterogeneity in the propensity of different cell types to synthesize serine  de 
novo  suggesting that the anabolic functions of serine following oxidative stress may 
similarly diverge across cell types [ 124 ,  125 ].   

    Conclusion 

 We have seen that ROS can inhibit glycolysis at multiple nodes. A recurring theme 
is that the inhibition of glycolysis allows cells to divert fl ux into the ox-PPP path-
way to promote NADPH synthesis and protect against oxidative stress. However, 
there are also differences depending on the exact point of inhibition. Inhibition at 
the PKM2 step allows cells to promote fl ux into the serine synthesis pathway, while 
PFK1 and GAPDH inhibition does not. Furthermore, both GAPDH and PKM2 
inhibition can promote dihydroxyacetone phosphate accumulation, which is an 
important precursor for the glycerol-3-phosphate shuttle and the synthesis of glycerol 
needed for triglycerides [ 88 ,  115 ]. As of yet, we only have a limited understanding 
of what determines which glycolytic node is targeted by ROS and what the advan-
tages are for each. For example, both GAPDH and PKM2 are inhibited by hydrogen 
peroxide, but is the order of inactivation simply determined by the relative order of 
the redox potentials of their respective cysteines or are other mechanisms involved 
[ 81 ,  112 ]? Presumably, GAPDH inhibition overrides PKM2 inhibition, as it is 
upstream of the latter. One could imagine a hierarchical model where PKM2 
responds fi rst to oxidative stress, then GAPDH, and fi nally PFK1. Given the impor-
tance of ROS in tumor development and anticancer therapies, a better understanding 
of how central metabolism and ROS intertwine could uncover interesting biology 
and suggest mechanisms to enhance current therapies [ 1 ].     
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Abstract Nuclear receptors (NRs) are a large family of ligand-dependent 
 transcriptional regulators that control development, reproduction, metabolism, and 
inflammation. Cognate ligands include fatty acids, bile acids, steroids, vitamins A 
and D, and thyroid hormone, which enable NRs to sense lipophilic nutrients levels 
and control their respective flux and metabolism. While major metabolic outputs of 
some individual receptors are well studied, an integrated understanding of their 
contributions to systemic metabolic homeostasis is just starting to be revealed. In 
this chapter, we summarize recent advances in NR signaling in metabolism, with a 
focus on the emerging paradigm that positions NRs as hubs that translate environ-
mental signals of a particular physiological state into daily metabolic rhythms. As 
NRs are a proven class of therapeutic targets, these novel findings provide insight 
into therapeutics for the metabolic syndrome.

Keywords Nuclear receptors • Energy homeostasis • Metabolite signaling • 
Microbiome • FGFs • Metabolic diseases

 Introduction

The human body maintains relatively stable levels of key energy substrates through 
metabolic flexibility [1]. After a meal, elevated blood glucose triggers insulin 
release to facilitate glucose uptake in the liver and muscles while simultaneously 
suppressing free fatty acid release from adipose tissue. Between meals, a complex 
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counter-regulatory hormonal network maintains a steady blood glucose level via 
hepatic glycogen breakdown and gluconeogenesis while concurrently decreasing 
circulating insulin levels to allow adipose tissue lipolysis to release free fatty acids 
as the major source of energy. Hence, metabolic flexibility can also be described as 
the ability to switch between carbohydrates and lipids as the predominant source of 
energy [1].

While metabolic flexibility undoubtedly provided a survival advantage during 
our early hunter–gatherer times, in combination with excess nutrients it is now 
 driving the human body to a crisis point. Obesity is now a worldwide epidemic and 
is often accompanied by pathologies such as type 2 diabetes, hepatosteatosis, and 
cardiovascular diseases. The excessive accumulation of lipids in tissues brought 
about by modern day excess nutrient uptake, a condition termed as lipotoxicity [2], 
often results in insulin resistance and hyperglycemia, and leads to metabolic inflex-
ibility of the body.

At the cellular level, metabolic flexibility utilizes energy sensors, among which 
are nuclear receptors (NRs), that either activate or inhibit specific metabolic 
 pathways. NRs in humans are comprised of a family of 48 ligand-dependent 
 transcription factors with conserved molecular architecture that includes a DNA-
binding domain and a ligand-binding domain [3]. Ligands for NRs consist of a 
diverse array of small lipophilic molecules [3], which, upon binding to their cognate 
NR, recruit enzymatic cofactors to modulate their target gene expression and, 
thereby, physiological output. A small subset of NRs have been identified as major 
players in the maintenance of metabolic flexibility via their ability to sense key 
lipophilic dietary nutrients and regulate a complex network of genes to control the 
metabolic flux of these nutrients.

Intensive research over the past two decades has established the fundamental 
mode of action of a subset of individual receptors (Table 1), including the peroxi-
some proliferator-activated receptors (PPARs), farnesoid X receptor (FXR), and 
liver X receptors (LXRs). We will summarize the recent progress in elucidating how 
these receptors coordinate metabolic homeostasis in response to dietary intake and 
environmental stressors.

 NR Endogenous Ligands Are Dietary Sensors

The generation and degradation of prototypical endogenous NR ligands through 
enzymatic modifications, such as those catalyzed by cytochrome P450 (CYP) 
enzymes [3, 9], allows for integration with NR-independent regulatory pathways. 
For example, regulation of FOXO1 activity by hepatic insulin signaling determines 
the expression level of CYP7A1, the rate-limiting P450 enzyme in the synthesis of 
bile acids, the endogenous ligands for FXR [10].

In the case of the PPARs, each binds fatty acids with relatively low affinity and 
regulates metabolic homeostasis through canonical direct repeat 1 (DR1) elements 
within promoters and enhancers of target genes. Specificity is achieved at the level 
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Table 1 Nutrient-sensing nuclear receptors

Ligand Expression Function

PPARα Short-chain fatty 
acids

Liver PPARα was first identified as the 
target of the lipid-lowering drug 
phenofibrate. PPARα is a master 
regulator of the adaptive fasting 
response in the liver. In the fasted 
state, elevated circulating free fatty 
acids activate hepatic PPARα, 
whose targets include rate-limiting 
enzymes in fatty acid oxidation and 
ketogenesis [4]. PPARα knockout 
mice die upon prolonged fasting 
with excessive hepatic fatty acid 
accumulation

PPARγ 15-deoxy-Delta-
12,14- prostaglandin 
J2 and 
thiazolidinedione 
antidiabetic drugs

Adipose tissue PPARγ is the master regulator of 
adipogenesis and lipogenesis, and is 
required for both white and brown 
adipose tissue formation. 
Postprandial increase in fatty acids 
activates adipose PPARγ to facilitate 
fat storage and production of 
adipokines (leptin, adiponectin, 
resistin, etc.), which are important 
regulators of whole-body insulin 
sensitivity [4, 5]

PPARδ Long-chain fatty 
acids

Ubiquitously 
expressed

PPARδ activation enhances fatty 
acid oxidation and mitochondrial 
respiration. PPARδ activation in 
white adipose tissue promotes its 
conversion to brown fat, whereas in 
the muscle, it increases oxidative 
type I fiber formation. In the liver, 
PPARδ controls fatty acid synthesis 
through direct activation of the 
rate-limiting enzyme Acaca [4, 6]

FXR Bile acids Liver, kidney, and 
intestine

FXR regulates bile acid homeostasis 
by promoting bile acid reabsorption 
in the gut and suppressing de novo 
bile acid synthesis in the liver [7, 8]

LXR Oxysterols LXRα: liver, 
adipose tissue, and 
macrophages; 
LXRβ: 
ubiquitously 
expressed

LXRs promote cholesterol efflux in 
the liver via 3 mechanisms: 
(1) suppression of cholesterol uptake 
from LDL recycling; (2) production 
of VLDL for export; (3) conversion 
of cholesterol to bile acids for 
excretion. LXRs exert an opposing 
effect to FXR on bile acid 
metabolism [8]

Acaca acetyl-coA carboxylase 1, FXR farnesoid X receptor, LDL low-density lipoprotein, LXR 
liver X receptor, PPAR peroxisome proliferator-activated receptor, VLDL very low-density 
lipoprotein
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of the ligand, enabling the body to enact different physiological responses using 
common elements within the genome. Long-chain fatty acids preferentially activate 
PPARδ to stimulate fatty acid oxidation in skeletal muscle. In contrast, PPARα 
 activation by short-chain fatty acids switches on a feed-forward mechanism in the 
liver to promote fuel oxidation, thereby preventing the intracellular accumulation of 
fatty acids and consequent lipotoxicity. Thus, the coordinated actions of these 
PPARs protect against lipotoxicity through the regulation of different metabolic 
target tissues in response to the uptake of fatty acids.

 Gut and Gut Microbiota

There is growing evidence that the modern lifestyle, most notably the high-fat/high- 
sugar “Western” diet, has altered the genetic composition and metabolic activity of 
our resident microorganisms. The microbiome communicates with NRs through its 
ability to modify dietary nutrients to generate specific NR ligands. An early example 
is oleoylethanolamide (OEA), a high-affinity PPARα ligand generated in enterocytes 
from oleic acid [11]. OEA-induced activation of intestinal PPARα enhances fat 
absorption through induction of the target gene, CD36, and promotes satiety through 
a secondary signaling cascade in the brain [12].

More recently, an enhanced bile acid flux was observed throughout the intestinal 
tract of germ-free mice [13], suggestive of dysregulated FXR activity. While it was 
known that intestinal microbiota metabolize primary bile acids to increase their 
hydrophobicity and chemical diversity [13, 14], it was not known to what extent the 
microbiota influence FXR activity. The serum bile acid composition of the germ- 
free mice revealed elevated levels of tauro-conjugated alpha- and beta-muricholic 
acids (Tα/βMCA), known FXR antagonists [13, 15], which result in a loss of 
 feedback inhibition of bile acid synthesis. Importantly, this study demonstrates 
that endogenous FXR antagonists are default products of the canonical bile acid 
synthesis pathway, raising interesting questions about the co-evolution of crucial 
NR-dependent metabolic pathways and the intestinal microbiome.

An added biological complexity to this system is that reciprocally, bile acids can 
influence the composition of the intestinal microbiome. A diet high in saturated 
fatty acids increases tauro-conjugated cholic acid concentrations to promote the 
growth of sulfate-consuming bacteria, increasing the susceptibility of mice to colitis 
[16]. This dynamic relationship between bile acids and microbiota is still not well 
understood, making it difficult to predict the metabolic outcome when deregulation 
occurs. For example, while FXR null mice are more susceptible to metabolic disor-
ders [17–19], intestinal-specific FXR knockout mice are protected [15]. Clinically, 
the importance of this pathway was demonstrated in a recent study, which showed 
that the metabolic benefits of vertical sleeve gastrectomy were mediated by the gut 
microbiota and FXR signaling in the intestine [20].
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 De Novo Lipogenesis

In contrast to the relatively well-understood metabolic actions of dietary lipids, the 
effects of the largely monounsaturated fatty acids generated in the liver through 
de novo lipogenesis are now being explored [21]. Utilizing genetic mouse models 
to disrupt hepatic de novo lipogenesis, researchers have demonstrated a broad 
spectrum of metabolic changes on fat-free diets [22, 23]. Loss of fatty acid synthase 
(FAS)—a rate-limiting enzyme in de novo lipogenesis—in the liver leads to the 
development of a fatty liver upon fasting, similar to a PPARα knockout phenotype 
[24, 25]. Importantly, this fatty liver phenotype can be rescued with a PPARα 
synthetic ligand, implicating de novo fatty acid synthesis in the generation of 
endogenous PPARα ligands. Furthermore, the authors identified a phosphocholine 
(16:0/18:1-GPC) as an endogenous ligand for PPARα [24]. In adipose tissue, 
lipogenesis has been implicated in producing PPARγ endogenous ligands [26], such 
as 1-O-octadecenyl-2-palmitoyl-3-glycerophosphocholine (18:1e/16:0-GPC) [27].

Direct biochemical approaches have identified endogenous ligands for PPARα 
and PPARγ. How these ligands function in normal physiology when both dietary 
and de novo synthesized lipids are present is not clear [28]. Although not directly 
evaluated under diet-induced or genetic obesity, PC(16:0/18:1) is one of two serum 
phosphocholine species that were observed to have aberrant diurnal rhythmic 
 concentrations [29]. It should be cautioned that “ligands” identified through block-
ing of an endogenous pathway can be misleading, illustrated by the fact that these 
phospholipids are weak activators of their respective targets in cell-based reporter 
systems [24, 27]. However, weak pharmacological activation of PPARα or PPARγ 
is beneficial for some metabolic disorders, while, conversely, strong NR activators 
can carry significant side effects (e.g. rosiglitazone). It was recently shown that a 
weak PPARγ ligand could achieve similar therapeutic responses to rosiglitazone 
with limited side effects [30, 31]. Exploring the therapeutic values of these endog-
enous ligands will be an exciting next step.

 Integrative Physiology—Nuclear Receptor-Mediated 
Crosstalk

Metabolic flexibility results from cohesive actions of major metabolic organs in 
response to nutrient flux. It is a collective consequence of localized activation of 
cellular nutrient-sensing pathways and systemic hormonal actions. Whereas 
 hormones can be released from specialized endocrine organs that directly sense 
nutrients, they can also be produced from metabolic organs to amplify or propagate 
local nutrient cues. One example of the latter is the adipose PPARγ-mediated pro-
duction of adipokines such as leptin and adiponectin [5]. In the postprandial setting, 
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PPARγ induces leptin production to enhance satiation in the central nervous system 
(CNS), as well as the release of adiponectin to promote fatty acid oxidation in the 
liver. The dual regulation of central and peripheral responses creates the needed 
coordination to maintain metabolic balance.

Given the critical roles of the aforementioned NRs in cellular nutrient sensing, it is 
perhaps not surprising that some of these NRs have been shown to produce hormone- 
like molecules (Fig. 1). To date, two classes of secreted molecules have been promi-
nently linked with these NRs: the fibroblast growth factors (FGFs) and lipids.

 Fibroblast Growth Factors

Screening for genes activated by nutrient-sensing NRs identified several FGFs as 
highly induced [32, 33] (Table 2). There are 22 FGFs (FGF1–FGF23) in the human 
genome (FGF15 is the mouse ortholog of human FGF19 [34]) that are classified as 
classic or endocrine FGFs. Most classic FGFs are secreted, heparan sulfate–binding 

FGF1
FGF21

adiponectin
leptin

FGF15/19

PC(18:0/18:1)

PPARγ FXR

PPARδ

Fed Fasted

PPARα

FGF21

lipolysis

circadian rhythm

physical activity ketogenesissatiationlipid oxidation lipid oxidation

adipogenesis

lipid uptake
lipid oxidation

adipose
remodeling

insulin
sensitivity

bile acid synthesis
glycogen synthesis
protein synthesis

Fig. 1 Integrative physiology through nuclear receptor (NR)–mediated crosstalk. Nutrient-sensing 
NRs amplify or propagate nutrient signals through local and long-range hormone actions. In the 
fed state, intestinal farnesoid X receptor (FXR) activation resulting from bile acid release produces 
fibroblast growth factor (FGF) 15/19. FGF15/19 limits hepatic bile acid synthesis and promotes 
glycogen and protein synthesis to store nutrients. Postprandial carbohydrate and lipid influx 
activate a hepatic peroxisome proliferator-activated receptor (PPAR) δ–controlled lipid synthesis 
program. The phosphocholine PC(18:0/18:1) is secreted as a long-range hormone to promote 
muscle fat utilization. Feeding activates adipose tissue PPARγ, which, in turn, controls the release 
of multiple adipokines. Locally, FGF21 amplifies PPARγ signaling and promotes further adipo-
genesis. FGF1 is another paracrine signal that is essential for healthy adipose tissue remodeling 
and for maintaining whole-body insulin sensitivity. Systemically, adiponectin enhances lipid 
 oxidation in muscle and liver, whereas leptin increases satiation by acting on the central nervous 
system. During fasting, hepatic PPARα activation secretes FGF21, whose pleiotropic effects, 
including elevated adipose tissue lipolysis and hepatic ketogenesis, are important for adaptive 
 fasting response. In addition, FGF21 interferes with the circadian clock in the brain and modulates 
physical activities
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proteins that interact locally with fibroblast growth factor receptors (FGFRs) as 
autocrine/paracrine factors to modulate cell growth, angiogenesis and wound 
 healing [34]. In contrast, the endocrine FGFs (FGF15/19, FGF21, and FGF23) bind 
heparan sulfate poorly, thereby escaping the extracellular matrix to circulate in the 
blood. Furthermore, the endocrine FGFs require α- and β-klotho co-receptors for 
signal transduction.

After consuming a meal, the liver takes up 25–35 % of dietary carbohydrates 
[35]. This effect cannot be replicated by either systemic hyperglycemia or hyperin-
sulinemia, suggesting that crosstalk between the gastrointestinal tract and liver is 
critical for hepatic glucose utilization. More importantly, feeding-induced hepatic 
glycogen synthesis remains functional in a genetic model that lacks insulin signal-
ing in the liver [36, 37], raising the possibility of a parallel pathway to control 
postprandial hepatic metabolic reprogramming. Postprandial bile acid release and 
subsequent reabsorption are integral responses to feeding. The reabsorption of bile 
acids in the intestine leads to the activation of intestinal FXR and the subsequent 
secretion of FGF15/19, a direct target of FXR. Originally found to suppress hepatic 
de novo synthesis of bile acids [32], FGF15/19 has recently been found to promote 
hepatic glycogen synthesis and protein synthesis by activating the Ras–extracellular 
signal-related kinase (ERK) pathway, a parallel pathway to the insulin-activated 
PI3K–AKT pathway [38]. These findings implicate FGF15/19 in the coordination 
of intestinal feeding responses with hepatic metabolic changes.

In the fasted state, the coordinated activation of hepatic fatty acid oxidation and 
white adipose tissue lipolysis constitutes a major axis of energy substrate switch from 
carbohydrate to lipids. FGF21, a hepatic PPARα target gene, was found to play impor-
tant roles in liver-adipose crosstalk during fasting [33, 39]. As serum levels of FGF21 
correlate closely with hepatic FGF21 expression [40], the liver is thought to be the 
major source of circulating FGF21. FGF21 promotes free fatty acid release from white 
adipose tissue by activating several lipases, thereby providing substrates for hepatic 
fatty acid oxidation and ketogenesis. In addition, FGF21 enhances hepatic ketogenesis 
through increasing the protein levels of rate-limiting enzymes in ketogenesis.

However, the adaptive fasting response, especially after prolonged fasting, 
requires the coordinated actions of all major organs to enhance survival. Recently, 
FGF21 was found to suppress physical activity, alter circadian behavior, and reduce 
female fertility [41, 42]—actions known to be involved in the physiological response 
to prolonged fasting. Moreover, these adaptive responses were attributed to FGF21 
activity in the suprachiasmatic nucleus (SCN) region of the brain.

Table 2 Nutrient-regulated 
fibroblast growth factors 
(FGFs)

Nuclear receptor FGF Physiological state

FXR FGF15/19 Fed

PPARα FGF21 Fasted

PPARγ FGF21 Fed

PPARγ FGF1 Fed

FXR farnesoid X receptor, PPAR peroxisome proliferator- 
activated receptor
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Interestingly, pharmacological administration of FGF21 elicits pleiotropic effects 
beyond the changes seen in the adaptive fasting response [43, 44], suggesting addi-
tional roles of FGF21 in other physiological settings. Indeed, FGF21 was found to 
be a target of PPARγ in adipose tissue, where its paracrine actions potentiate PPARγ 
activation in the postprandial state [40]. Notably, the effects of FGF21 on glucose 
homeostasis and hepatic lipid metabolism were shown to be dependent on adipo-
nectin, a PPARγ-induced adipokine [44].

In addition to liver and white adipose tissue, FGF21 is produced in brown fat 
[45] and skeletal muscle [46] in response to specific stimuli, suggesting that FGF21 
coordinates the tissue-specific responses of the major metabolic organs.

The expressions of FGF15/19 and FGF21 are exquisitely dynamic during fasting 
and feeding cycles [32, 33, 40, 47]. The nutrient-responsive nature of FGF21 and 
FGF15 expression opens a new chapter for their respective roles in metabolism. In 
contrast, the prototypic FGF1 and FGF2 [34] are ubiquitously expressed [48], with 
established roles in wound healing and brain development [34]. Whereas FGF2 
knockout mice have mild brain development and wound healing defects, FGF1 
knockout mice are phenotypically normal [49]. In search of additional FGFs that 
may act as nutrient-controlled hormones, FGF1 was found to be highly induced 
in white adipose tissue upon feeding of a high-fat diet [50]. Conversely, FGF1 
knockout (FGF1KO) mice developed marked adipose tissue fibrosis, impaired 
glucose homeostasis, and insulin insensitivity when fed a high-fat diet. Furthermore, 
upon withdrawal of the high-fat diet, FGF1KO mice developed pronounced fat 
necrosis. Given that adipose tissue expansion accompanied by increased vascular-
ization is required to maintain insulin sensitivity under conditions of nutrient  surplus 
[51], the poor white adipose tissue vascularization observed in FGF1 knockout mice 
may be responsible for their severe insulin-resistant phenotype on a high-fat diet. 
Interestingly, FGF1 is shown to be directly regulated by PPARγ, and PPARγ and its 
target genes are increased in FGF1 knockout mice [50]. Therefore, FGF1 appears to 
be an essential output for PPARγ-mediated insulin sensitization. Distinct from 
FGF21-mediated amplification of PPARγ-mediated adipogenesis and adipokine 
production [40], FGF1 does not promote adipogenesis in 3 T3-L1 cells [52]. These 
properties raise the intriguing possibility of recombinant FGF1 (rFGF1) as an 
antidiabetic drug that may minimize the side effects associated with the thiazoli-
dinedione class of PPARγ agonists. Indeed, rFGF1 injection markedly improves 
insulin sensitivity in genetic and diet-induced obesity models [53]. These effects are 
insulin dependent, suggesting a role as an insulin sensitizer, and require adipose 
FGFR1 expression, as rFGF1 fails to lower blood glucose in FGFR1 adipose–
specific knockout mice. Interestingly, rFGF1 treatment does not alter adipose tissue 
vasculature, indicating differences between pharmacological administration and 
genetic studies. Importantly, an N-terminally truncated FGF1 analog with markedly 
reduced mitogenic activity was similarly able to normalize blood glucose levels in 
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diabetic mice [53]. The ability to dissociate the mitogenic and glucose-lowering 
activities of FGF1 suggests that these different effects may be receptor specific. 
Nevertheless, these results demonstrate that FGF1 is a critical mediator of nutrient 
responsiveness in adipose tissue and has significant therapeutic potential.

 Lipids

De novo lipogenesis has emerged as a novel pathway that produces lipid signaling 
molecules, including NR ligands. It was found that activation of PPARδ in the 
liver enhanced hepatic de novo lipogenesis but paradoxically reduced serum lipid 
concentrations [6, 29]. The reduction of serum lipids was also correlated with 
increased fatty acid uptake and oxidation in the skeletal muscle. Through unbiased 
metabolomics profiling, phosphocholine PC(18:0/18:1) was identified as a signaling 
molecule that facilitates postprandial crosstalk between the liver and muscle to pro-
mote fatty acid utilization. Furthermore, the effects of PC(18:0/18:1) are mediated 
by another NR, PPARα, in the muscle, underlying a new model of tissue crosstalk 
through NRs.

 Concluding Remarks

In 1995, 10 years after the cloning of the first NR, the glucocorticoid receptor, the 
challenge of the field was proposed: “…to elucidate the contributions of these 
 individual systems to the integrated and complex processes associated with the 
multihormonal nature of metabolic regulation…” [54] This review summarizes our 
current understandings toward this challenge. An immediate implication of our 
expanded knowledge of endogenous ligands and downstream hormonal signals is to 
explore their potential as novel therapeutics. Indeed, several compounds are in clinical 
trials for metabolic syndrome. In addition, these recent advances have highlighted 
the role of nutrient-sensing NRs in coordinating metabolic homeostasis. Through 
receptor activation, environmental cues are transduced as local metabolic outputs 
and long-range hormonal actions (Fig. 2). In a reductionist’s perspective, these 
receptors may be important on–off switches for specific physiological states [55]. 
While wholesale, prolonged activation of any of these receptors may not be desirable, 
the use of high-affinity synthetic ligands offers a window to tease out beneficial 
downstream targets, especially in light of the identification of several hormone-like 
molecules that are good therapeutic candidates. With readily available synthetic 
ligands and mouse genetic models, it is possible that these receptors will become 
platforms for drug discovery.
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Fig. 2 Nuclear receptors (NRs) as hubs to transduce environmental signals into daily metabolic 
rhythms. Originally identified as sensors for lipophilic nutrients to control their respective ligand 
metabolism, emerging evidence points to an integrative nature of the regulation and action of the 
peroxisome proliferator-activated receptor (PPAR), farnesoid X receptor (FXR), and liver X recep-
tor (LXR) families of NRs. In addition to nutrients, their activities are fine-tuned by endogenous 
ligands and the circadian clock. Activation of these NRs not only controls key cellular metabolic 
programs but also produces hormones that further connect metabolic tissues for a cohesive 
response to nutrient flux. Given the central roles of NRs in nutrient signaling, several pharmaco-
logical agents have been developed or are in development for metabolic diseases. Additionally, the 
NR-controlled hormones represent yet another emerging venue for therapeutics
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Fighting Fire with Fire in Cancer

Thorsten Berger, Mary E. Saunders, and Tak W. Mak

Abstract Cancer will not be cured until we understand and target the unique altera-
tions that distinguish tumor cells from normal cells. This chapter briefly describes 
four new approaches to anticancer therapy based on boosting the immune system’s 
response to tumor cells, countering the metabolic adaptations that allow tumor cells 
to thrive under conditions that kill normal cells, manipulating the increased oxida-
tive stress associated with the tumor environment, and exploiting the aneuploidy 
characteristic of many advanced tumor cells. The long-term goal is to devise bio-
markers and novel therapeutic agents able to more effectively fight aggressive 
cancers.

Keywords Warburg effect • Metabolism • CTLA-4 • IL-7 • CPT1C • IDH • BRCA

 Introduction

Why has it been so difficult to cure cancer? The answer lies in our inability to define 
all of the elements that contribute to the transformation and survival of tumor cells, 
and challenges in dissecting the body’s responses to these malignant growths. As far 
back as 1924, Otto Warburg proposed that “The cause of cancer is the replacement 
of the respiration of oxygen in normal body cells by a fermentation of sugar,” a 
concept now widely known as the “Warburg effect” [1, 2]. Because this change 
would not alter the “antigenic face” of a cancer cell, the immune system would not 
be able to recognize these aberrant cells and remove them, necessitating externally 
imposed therapies. Oncologists of the day therefore focused on eliminating all fast-
replicating cells, normal or cancerous, by radiation or chemotherapy, a trend that 
remained firmly in place into the 1990s (Table 1).
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In a talk at a 1966 Nobel Laureates’ meeting, Warburg reiterated his belief that 
cancer cells ultimately arise when a switch from normal respiration to fermentation 
is caused by (for example) damage to the enzymatic machinery required for respira-
tion (see http://www.mediatheque.lindau-nobel.org/videos/31517/on-the-primary- 
causes-and-on-the-secondary-causes-of-cancer-german-presentation-1966/
laureate-warburg). However, in the 1970s, Warburg’s hypothesis was again side-
lined as scientists became convinced that the underlying cause of cancer was aber-
rant function of either oncogenes or tumor suppressor genes. After the discovery of 
Src in 1976 [3], a multitude of other oncogenes were identified, including EGFR, 
Her2, Abl, Raf, Alk, Btk, PI3’K, Tor, and many others. This focus on a genetic ori-
gin for cancer initiation was then reflected in the development of anticancer thera-
peutics. Since 1998, numerous therapeutic agents targeting specific oncogenes or 
other relevant molecules or structures have been approved (Table 2).

Although anti-oncogene agents have proven undeniably helpful, it has unfortu-
nately become clear that the cancer cell genome is too varied and oncogenes are too 
numerous for these strategies to be able to eradicate all tumors. As Robert Weinberg 

Table 1 Chemotherapeutic 
agents approved

Year approved Agent

1942 Nitrogen mustard

1948 6-Mercaptopurine

1958 Methotrexate

1959 Cyclophosphamide

1975 5-Fluorouracil

1978 Cisplatin

1992 Paclitaxel

1996 Gemcitabine

1996 Topotecan

2004 Pemetrexed

Table 2 Targeted agents 
approved

Year of  
approval Target Drug name

1998 Her-2 Herceptin

2001 Bcr-abl Imatinib

2003 EGFR Gefitinib

2003 Proteasome Bortezomib

2004 VEGF Bevacizumab

2006 HDAC Vorinostat

2007 mTOR Temsirolimus

2011 CTLA-4 Ipilimumab

2011 ALK Crizotinib

2011 B-Raf Vemurafenib

2012 Hedgehog Vismodegib

2013 Btk Ibrutinib
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said, “There are more paths to developing tumors than there are stars in the sky.” 
Pathways now known to be deregulated in cancer include the Hedgehog, Wnt/
Notch, TGFβR, FAS, and VEGFR pathways, as well as those involving receptor 
tyrosine kinases [4, 5]. Concomitantly, the development of new chemotherapeutics 
has slowed down significantly, with no new agent being approved in the last 10 
years. Researchers have instead returned to Warburg’s hypothesis and are exploring 
ways of disrupting tumor cell metabolism and mitosis, as well as seeking means of 
boosting anticancer immune responses. The long-term goal is to develop novel anti-
cancer therapeutics that differ from existing classes of agents and so may be more 
effective. In the following sections, we will describe our work on four novel avenues 
that show promise as future anticancer strategies: (1) boosting the immune system; 
(2) targeting cancer cell metabolism; (3) targeting reactive oxygen species; and 
(4) exploiting cancer cell aneuploidy.

 Boosting the Immune System

The objective of immunotherapy is to strengthen the body’s ability to recognize and 
attack tumor cells—that is, fight the fire of cancer with the fire of an aggressive 
immune response. Activation of the T lymphocytes that underpin any adaptive 
immune response requires two stimuli: (1) binding of the T cell receptor to a com-
plex of antigenic peptide plus MHC (pMHC), which delivers an antigen-specific 
signal; and (2) binding of CD28, a receptor expressed on the T cell surface, to CD80 
or CD86 ligands expressed on the surface of antigen-presenting cells (APCs), which 
delivers a co-stimulatory signal. In 1995, our group reported that T cell activation is 
negatively regulated by cytotoxic T lymphocyte antigen-4 (CTLA-4) in a manner 
vital for the control of lymphocyte homeostasis [6]. Subsequent work demonstrated 
that CTLA-4 exerts its inhibitory activity by binding to CD80 or CD86, thereby 
preventing the binding of CD28 to these surface proteins and blocking the co- 
stimulation needed for optimal T cell activation [7]. Several other negative regula-
tors of T cell activation, including PD1, have since been discovered [8, 9].

There are multiple reasons why the immune system is often unable to completely 
eradicate a cancer without help from targeted therapeutics. First, there are very few 
truly tumor-specific antigens, since healthy and malignant tissues are identical in 
most of their components. Second, the negative homeostatic regulation imposed by 
CTLA-4 and PD1 decreases the activation of antitumor T cells. Third, like chronic 
viral infections, cancers often induce T cell exhaustion, in which hyperactivated T 
cell clones display specific profiles of transcription factor and inhibitory receptor 
expression that eventually suppress the antitumor response [10]. Fourth, the general 
lack of co-stimulation characteristic of malignant tissue prevents the activation of 
antitumor T cells [11]. Fifth, cancers impede the homing of naïve T lymphocytes 
into tumor-draining lymph nodes, decreasing the probability of the rare interaction 
between T cells and APCs displaying the relevant pMHC complex [12]. This pleth-
ora of difficulties indicates that strengthening the antitumor response in vivo will 
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require a battery of complementary approaches. Accordingly, immunotherapies 
used to treat cancer patients have been devised that are antibody based, cytokine 
based, or cell based. In the following sections, we discuss some exciting results 
based on the first two approaches.

 Targeting CTLA-4

Because CTLA-4 is a negative regulator of T cell activation, agents have been 
designed to block CTLA-4 and thereby hopefully sustain antitumor T cell responses. 
In a phase 3 study of a human anti-CTLA-4 antibody (ipilimumab), a cohort of 
melanoma patients treated with this agent gained a significant survival advantage 
[13]. Suppression of the inhibitory signals generated by CTLA-4 apparently allowed 
prolonged activation of antitumor T cells. The success of this trial has led to renewed 
efforts to determine why antitumor CD8+ T cells do not routinely attack and kill 
cancer cells on their own, and how their activities can be boosted.

 IL-7 Treatment

Several groups have attempted to strengthen antitumor T cell responses in vivo by 
vaccination with tumor antigens, but clinical trials of this approach have not shown 
the expected efficacy [14]. In searching for ways to improve this result, our group 
discovered that vaccine-induced immune responses to tumors could be augmented 
and sustained by providing exogenous IL-7 [15]. In this study, we employed the 
RIP-TAG2 transgenic mouse model, in which mice expressing the SV40 large T 
antigen (TAG) under the control of the rat insulin promoter (RIP) develop pancre-
atic β-islet cell tumors [16]. We crossed these mice with transgenic mice expressing 
the lymphocytic choriomeningitis virus (LCMV) glycoprotein (GP) under the con-
trol of RIP [17] to produce RIP(GP x TAG2) mice. Tumors arising in these mice 
were not cleared by the immune system even though they expressed the foreign GP 
antigen [18]. Even after LCMV infection, which mimics administration of a live 
antitumor vaccine, only a limited increase in overall mouse survival occurred and no 
sustained antitumor response was observed [18]. However, if IL-7 treatment of 
LCMV-vaccinated tumor-bearing RIP(GP x TAG2) mice was initiated at 8 days 
after LCMV infection—a point that coincides with the peak of the CD8+ T cell 
response—the virus was eliminated, and mouse survival was prolonged by over 100 
days [11, 15].

Subsequent work focused on determining how IL-7 can overcome immune 
inhibitory networks during a chronic viral infection, which mimics the continuous 
production of a tumor antigen by a cancer [19]. Although IL-7 treatment had already 
shown significant therapeutic promise [20–22], and had been successfully used in 
several nonhuman primate SIV infection models [23–25], the efficacy of IL-7 in 
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promoting viral clearance had not been fully explored [19]. We administered IL-7 
to mice infected with LCMV clone 13, which establishes a chronic infection and 
generates massive viral antigen levels [26]. In part by enhancing thymic output, 
IL-7 treatment of LCMV-13-infected mice increased both the magnitude of the 
immune response and the size of the entire naive T cell pool, including T cell clones 
directed against non-LCMV epitopes [19]. LCMV-13-specific CD8+ T cells showed 
enhanced degranulation kinetics and cytokine production upon IL-7 exposure, 
resulting in PD-1 downregulation on effector T cells and efficient viral clearance 
[19]. IL-7 treatment also induced a cytokine milieu favoring leukocyte activation 
and production of the cytoprotective cytokine IL-22 [19]. At the molecular level, 
IL-7 led to a reduction in Socs3 expression in T cells that was FoxO dependent [19]. 
These model system data indicate that a combination of IL-7 and a cancer vaccine 
may result in an antitumor response capable of benefitting cancer patients.

 Targeting Cancer Cell Metabolism

“Oncogene addiction” is a concept devised to explain the observation that the inhi-
bition of crucial oncogenes, or the reconstitution of previously lost or repressed 
tumor suppressor genes, can have a broad antitumorigenic effect. However, in addi-
tion to their genetic and epigenetic alterations, cells undergoing transformation 
implement specific metabolic adaptations that are induced by their altered microen-
vironment. These adaptations lead to upregulation of the stress response and other 
pathways that are not inherently tumorigenic but allow developing tumor cells to 
survive under conditions that would kill normal cells [27]. This “metabolic addic-
tion” of pre-cancerous and ultimately cancerous cells provides new opportunities 
for specific therapeutic intervention, since normal cells, which have not had to 
endure the same constant internal and external stress, should be unaffected by 
agents targeting cancer cell metabolic adaptations.

 Targeting Carnitine Palmitoyltransferase-1C

Our group has discovered that carnitine palmitoyltransferase-1C (CPT1C), a brain- 
specific metabolic enzyme, may be involved in tumor cell metabolic adaptation to 
heightened environmental stress [28]. Expression of CPT1C, but not the ubiquitous 
CPT1A or heart-specific CPT1B, correlated inversely with mTOR pathway activa-
tion in tumor cells, indicating that CPT1C may act in a pathway parallel to mTOR- 
enhanced glycolysis [28, 29]. CPT1C contributes to rapamycin resistance in murine 
primary tumors and is overexpressed in human non-small-cell lung carcinomas 
(NSCLC) [28]. CPT1C overexpression in a human cancer cell line led to increased 
fatty acid oxidation and ATP production, and resistance to glucose deprivation or 
hypoxia [28]. Importantly, siRNA-mediated depletion of CPT1C reduced tumor 
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growth in an in vivo xenograft mouse model [28], and delayed tumor development 
and increased mouse survival in a neurofibromatosis type I tumor model [30–32]. 
Subsequent studies have established that CPT1C is a p53 target gene, and that 
CPT1C expression is induced by metabolic stress factors such as hypoxia and glu-
cose deprivation in a p53- and AMPK-dependent manner [32]. These results indi-
cate that p53 initially protects cells from metabolic stress via induction of CPT1C 
but that excessive CPT1C expression can promote carcinogenesis [32]. Because 
CPT1C expression is normally restricted to the brain, and most drugs cannot pene-
trate the blood–brain barrier, CPT1C may be an ideal candidate for specific small- 
molecule inhibition as a treatment for hypoxic and otherwise treatment-resistant 
cancers [29, 32].

 Targeting Mutated Isocitrate Dehydrogenases

Isocitrate dehydrogenase (IDH)-1 and IDH2 are metabolic enzymes that govern the 
important NADP/NADPH ratio in the cytoplasm and mitochondria, respectively. 
Oncogenic mutations to these enzymes have recently garnered much interest since 
their discovery during cancer genome sequencing projects [33–35]. The normal 
function of IDH1/2 is to convert isocitrate to α-ketoglutarate (αKG) while reducing 
NADP to NADPH and liberating CO2 [36]. To date, mutations of IDH1 altering a 
single arginine residue (R132) in the enzymatic active site have been found at high 
frequency in glioblastoma multiforme (GBM) [34], acute myeloid leukemia (AML) 
[33], cholangiocarcinoma [37, 38], and chondrosarcoma [39]. IDH1 R132 muta-
tions occur less frequently in other types of cancers such as melanoma, NSCLC, and 
prostate and colon cancers [40]. IDH2 mutations, predominantly R172K and R140Q 
[36, 41], have been identified in cholangiocarcinoma [37, 38], myelodysplastic syn-
drome (MDS) and myeloproliferative disorder (MPD) [42–44], AML [33], chon-
drosarcoma [39], angioimmunoblastic T cell lymphoma (AITL) [45], and D2HG 
aciduria [46].

In 2009, scientists at Agios Pharmaceuticals used a metabolite profiling strategy 
to make the breakthrough discovery that the tumorigenic effect of IDH1/2 muta-
tions is not due to a loss of function of these proteins. Instead, the mutant IDH 
enzymes acquire a neomorphic activity in which the normal product αKG is con-
verted to 2-hydroxyglutarate (D2HG) in a reaction that consumes, rather than pro-
duces, NADPH [36, 47].

To examine the pathophysiological consequences of IDH mutations in the most 
relevant in vivo system possible, our group generated a conditional knock-in mouse 
model using the lox-stop-lox (LSL) system. In the absence of Cre recombinase 
(Cre), neither the LSL IDH1 R132 mutant allele nor the wild type IDH allele is 
expressed, but when Cre is present, a stop codon is excised and the mutant IDH1 
protein is expressed from the endogenous locus [48]. Initial characterization of vari-
ous mouse strains revealed that IDH1 knockout mice were viable and fertile but that 
expression of the mutant IDH1 enzyme and its consequent D2HG production were 
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embryonic lethal [36]. Mutant IDH1 enzyme expressed solely in the myeloid com-
partment (LysM promoter) resulted in splenomegaly, decreased bone marrow cel-
lularity, and extramedullary hematopoiesis by age 6 months [48]. LysM IDH1 
knock-in LSK cells showed an increase in highly methylated CpG sites and histone 
hypermethylation [48], consistent with the DNA methylation changes observed in 
human IDH1- or IDH2-mutant gliomas [49] and AML [50].

The available data indicate that mutant IDH enzymes exert their tumor- promoting 
function through their novel enzymatic activity, which generates massive quantities 
of D2HG. Mechanistic studies of D2HG have focused on its competitive inhibition 
of 2-OG-dependent dioxygenases (2OGD), which use αKG as a cosubstrate [36]. In 
mammalian cells, there are more than 60 2OGD involved in collagen biosynthesis, 
fatty acid metabolism, DNA repair, RNA and chromatin modifications, and hypoxia 
detection [51]. The general enzymatic reaction performed by 2OGD converts αKG 
to succinate and CO2, and requires oxygen, ascorbate, and iron as cofactors [51]. 
D2HG has been shown in vitro to competitively inhibit 2OGD [52], and the high 
concentration of D2HG measured in cells and tissues of IDH-mutant tumors makes 
it very likely that D2HG impairs the activity of this class of enzymes in vivo as well 
[36]. Additional potential targets of D2HG inhibition include the TET proteins 
involved in DNA methylation, the JumonjiC domain-containing histone demethyl-
ases, the prolyl hydroxylases (PHD) and lysyl hydroxylases (LHD) required for 
collagen folding and maturation, and the PHDs that regulate hypoxia-inducible fac-
tor (HIF) signaling [36].

In early 2014, an oral, potent, reversible, and selective inhibitor (AG-221) of the 
mutated IDH2 protein underwent evaluation in a clinical trial of patients with 
advanced IDH2-mutant hematologic malignancies. Encouragingly, AG-221 treat-
ment reduced D2HG levels and demonstrated a dose-dependent survival benefit 
[53]. Pursuit of a similar compound to combat IDH1-mutant cancers is ongoing.

 Targeting Reactive Oxygen Species

An important cellular stress factor increased in cancer cells is the level of reactive 
oxygen species (ROS). ROS regulation is critical for normal cellular functions and 
survival, and the accelerated growth of tumor cells generates increased ROS. Cancers 
therefore need to adjust signaling pathways linked to ROS regulation to cope with 
their enhanced ROS. Elevated ROS are generated by hypoxia, defective metabo-
lism, endoplasmic reticulum (ER) stress, and oncogene activity [54]. Conversely, 
ROS are eliminated routinely via NADPH, glutathione, and dietary antioxidants, 
and under stress conditions through the activation of transcription factors such as 
NRF2 and the activity of tumor suppressors such as BRCA1, p53, PTEN, and ATM 
[54]. During carcinogenic progression from normal tissue to neoplastic transforma-
tion to carcinoma in situ and finally to invasive carcinoma, cellular ROS levels pro-
gressively increase because of metabolic aberrations acquired following 
transformation. Unlike normal cells, cancer cells can cope with this inexorable rise 
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in ROS by upregulating the above antioxidant pathways and transiently lowering 
ROS levels. Targeted therapeutics that interfere with this upregulation may there-
fore result in ROS increasing to the point where the apoptotic death of the cancer 
cell is induced. Alternatively, agents that increase ROS production beyond the 
capacity of the upregulated antioxidant mechanisms to cope may kill the tumor cell 
while sparing normal cells in which these pathways are not activated.

We recently explored whether altered ROS regulation could explain the tissue 
specificity of BRCA1-related cancers, which occur almost exclusively in the breast 
and ovary. We found that BRCA1 deficiency enhanced ROS levels in breast cancer 
cells and that Nrf2-driven antioxidant pathways were defective [55]. Further analy-
sis revealed that BRCA1 directly interacts with Nrf2 and that this interaction affects 
Keap1-mediated Nrf2 ubiquitination, stability, and activation [55]. Interestingly, 
estrogen treatment partially restored Nrf2 levels and enhanced tumor growth in the 
absence of BRCA1 [55, 56]. We hypothesize that loss of BRCA1 in heterozygous 
carriers of somatic BRCA1 mutations has different effects depending on the tissue. 
In tissues without an estrogen-rich environment, BRCA1 deficiency impairs Nrf2 
antioxidant signaling, leading to an accumulation of ROS in the BRCA1-deficient 
cells that kills them. However, in the breast and ovary, estrogen activates Nrf2 via a 
mechanism that depends on PI3K–AKT and protects BRCA1-deficient cells from 
ROS-induced death. If a BRCA1-deficient breast or ovarian cell also loses PTEN 
function, the PI3K–AKT pathway may be further stimulated and may reinforce 
estrogen-mediated Nrf2 signaling. Mitogenic and antioxidant pathways acting 
downstream of AKT, coupled with the genomic instability caused by a lack of 
BRCA1-mediated DNA repair, might then eventually drive the complete malignant 
transformation of the BRCA1-deficient cells [56]. Exploitation of the altered ROS 
regulation in these cells may serve as the basis for an effective therapy in the future.

 Exploiting Cancer Cell Aneuploidy

A long-term goal of our laboratory is to develop novel anticancer therapeutics that 
differ from existing classes of agents. We have recently taken advantage of an alter-
ation shared by many advanced cancer cells but not found in normal cells: 
aneuploidy.

By using a systematic approach that combines RNAi screening with gene expres-
sion analysis in human breast cancers and cell lines and focusing on cancer cell 
aneuploidy, we have identified polo-like kinase-4 (PLK4), an enzyme critical for 
aneuploidy maintenance, as a promising therapeutic target [57]. A drug discovery 
program culminated in the isolation of CFI-400945, a potent and selective small- 
molecule PLK4 inhibitor [57]. In vitro treatment of human cancer cells with CFI- 
400945 results in effects similar to those of siRNA-mediated PLK4 kinase inhibition, 
including mitotic defects, centriole duplication, and cell death [57]. In in vivo mouse 
models based on human ovarian or breast cancer xenografts, tumor growth was 
significantly inhibited by CFI-400945 in a manner influenced by the PTEN status of 
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the tumor [57]. PTEN-deficient xenografts showed a greater response to CFI- 
400945 than xenografts expressing wild type PTEN, making PTEN status a poten-
tial predictive biomarker for therapy with this first-in-class agent [57].

 Conclusion

This chapter has briefly outlined four innovative anticancer approaches under inves-
tigation in our laboratory. Our belief is that by concentrating on unique aspects of 
tumor biology, we can identify strategies and targets that are applicable to a broad 
range of cancers and less likely to induce damaging side-effects in normal tissues. 
By fighting the fire of malignancy with the fire of creative thinking, we hope to 
indeed conquer cancer in our lifetime.
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      Linear Polyubiquitination: A Crucial 
Regulator of NF-κB Activation                     

       Kazuhiro     Iwai    

    Abstract     NF-κB is a transcription factor known to be involved in pleomorphic 
biological phenomena such as infl ammation and immune responses. Abnormal 
activation of NF-κB has been reported in many pathological conditions, including 
malignant tumors. Therefore, the NF-κB activation pathway has been extensively 
studied and involvement of the ubiquitin conjugation system in the NF-κB activa-
tion pathways has been revealed. Although the ubiquitin conjugation system was 
discovered as a part of a protein degradation pathway, non-degradable roles of the 
ubiquitin system have been revealed recently. Several types of polyubiquitin chains 
exist in cells and the type of chain seems to determine how ubiquitinated proteins 
are regulated. We have identifi ed that a new type of polyubiquitin chain, the linear 
polyubiquitin chain, plays a crucial role in regulating the NF-κB activation pathway 
in non-degradable manner. In this chapter, the discovery, roles in NF-κB activation, 
and involvement in the pathogenesis of cancers of linear ubiquitination will be 
discussed.  

  Keywords     NF-κB   •   Ubiquitin   •   LUBAC   •   Linear ubiquitin chain   •   cpdm   •   B cell 
lymphoma  

        The Ubiquitin Conjugation System 

 The ubiquitin system, which is one of the most extensively studied post- translational 
protein modifi cation systems, has been identifi ed as part of an energy-dependent 
degradation system [ 1 ]. Ubiquitin is a protein-based modifi er composed of 76 
amino acids. Through the function of three enzymes called the ubiquitin-activating 
enzyme (E1), the ubiquitin conjugating enzyme (E2) and the ubiquitin ligase (E3), 
ubiquitin is conjugated to the substrate proteins that are recognized by E3s. Ubiquitin 
is added onto ubiquitin pre-conjugated to the substrates to generate polyubiquitin 
chains—polymer of ubiquitin. The proteasome recognizes the polyubiquitin chains 
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and destines ubiquitinated proteins for degradation (Fig.  1 ) [ 2 ]. The physiological 
signifi cance of the ubiquitin proteolytic system mainly arises from its timely and 
selective recognition of the substrate proteins [ 2 ]. However, timely and selective 
protein modifi cation is a desirable feature not only for degradation but also for other 
modes of protein regulation. As expected, these non-degradation functions of the 
ubiquitin system are now widely recognized [ 3 ]. Among the post-translational 
modifi cation systems, the ubiquitin system has the unique feature that the system 
regulates the function of proteins by conjugating polyubiquitin chains in most cases. 
There are several types of polyubiquitin chains in cells, and the type of polyubiqui-
tin chain is thought to determine the mode of regulation of the conjugated proteins 
[ 3 ]. Polyubiquitin chains have been believed to be exclusively generated via linkage 
between the carboxyl group of a ubiquitin monomer and ε-amino group of one of 
seven Lys residues within ubiquitin. For example, ubiquitin chains generated via 
Lys(K)48 of ubiquitin (K48 chains) function as a degradation signal and chains 
generated via K63 (K63 chains) are involved in DNA repair or signal transduction 
without a functioning degradation signal (Fig.  1 ) [ 3 ]. We have identifi ed a new type 
of polyubiquitin chain, the linear polyubiquitin chain, in which the carboxyl group 
of a ubiquitin monomer forms a peptide bond with an N-terminal Met residue of 
another ubiquitin molecule (Fig.  1 ) [ 4 ]. We have also identifi ed the ubiquitin ligase 

  Fig. 1    The ubiquitin conjugation system. Through the function of three enzymes, called ubiquitin 
activating enzymes (E1), ubiquitin conjugating enzymes (E2), and ubiquitin ligases (E3), ubiquitin 
is conjugated to target proteins that are specifi cally recognized by E3s. Once an ubiquitin is conju-
gated to the target protein, additional ubiquitins are conjugated successively onto the terminal 
ubiquitin already conjugated to the target protein to form polyubiquitin chains. The polyubiquitin 
chains have been velieved to be generated by iso-peptide bond formation between the C-terminal 
carboxyl group of one ubiquitin and an ε-amino group of one of seven Lys residues in another 
ubiquitin. In the case of the ubiquitin proteolytic pathway, polyubiquitin chains are conjugated via 
K48. K63 conjugated chains are involved in signaling or DNA repair without the conjugated pro-
tein being subject to degradation. However, the linear ubiquitin chain, as reviewed here, is unique 
because it is generated by peptide bond formation between the C-terminus of one ubiquitin and 
the α-amino group of Met1 residues in another ubiquitin. Conjugated ubiquitins are cleaved by 
deubiquitinating enzymes (DUBs). The function of conjugated proteins is modulated via specifi c 
recognition of conjugated polyubiquitin chains       
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complex that specifi cally generates linear polyubiquitin chains and named it as the 
linear ubiquitin chain assembly complex (LUBAC) [ 4 ]. Further analysis has revealed 
that linear polyubiquitination is involved in NF-κB activation [ 5 ].

       The Canonical NF-κB Activation Pathways 

 NF-κB is a transcription factor that is involved in a broad array of biological phe-
nomena including cell survival, infl ammation, and innate and acquired immune 
responses [ 6 ]. Since aberrant activation of NF-κB is reported in numerous patho-
logical conditions including autoimmune diseases and neoplasms, the NF-κB acti-
vation pathway has been extensively studied. NF-κB activation pathways are 
basically subdivided into two distinct pathways, known as the canonical and alter-
native pathways [ 6 ]. The canonical NF-κB activation pathway is discussed here 
since LUBAC-mediated linear polyubiquitination is known to be involved in the 
pathway [ 7 ]. NF-κB is inactive in resting cells as it resides in the cytoplasm bound 
to inhibitor proteins called inhibitors of NF-κBs (IκBs) in the canonical activation 
pathway (Fig.  2 ). The IκB kinase (IKK) complex, which comprises IKK1, IKK2, 
and NF-κB essential modulator (NEMO), is activated upon stimulation with various 
agents such as Toll-like receptor (TLR) ligands or infl ammatory cytokines including 
TNF-α- and IL-1β, which leads to phosphorylation of IκBs. Phosphorylated IκBs 
are recognized by the SCF βTrCP  ubiquitin ligase and conjugated with K48 chains, 
which leads to phosphorylated IκBs to degradation by the proteasome. Then, liber-
alized NF-κB translocates to the nucleus to induce the transcription of target genes 
(Fig.  2 ) [ 6 ]. Although the precise mechanism leading to the activation of the IKK 
complex has not been completely solved, K63 polyubiquitin chains have been 
shown to be involved in the IKK activation in the canonical pathway [ 8 ]. Since roles 
of K63 chains in NF-κB activation is not the main topic of in this article [ 8 ], the 
current hypothesis of the roles of K63 chains in the TNF-α- and IL-1β-induced 
canonical NF-κB activation pathway will only be summarized here. Upon binding 
TNF-α in addition to adaptor molecules, ubiquitin ligases including TRAF2 and 
cIAPs are recruited to the TNF receptor 1 (TNFR1) and K63 chains conjugated 
mainly onto RIP1. In the case of IL-1β signaling, TRAF6 E3 recruited to the IL-1 
receptor (IL-1R) complex generates K63 chains on TRAF6 itself and on IRAK1. 
K63 chains, generated in the activated receptor complex, recruit the TAK1–TAB1–
TAB2/3 complex and the IKK complex via K63-selective binding of TAB2/3 or 
NEMO, respectively. TAK1 then phosphorylates specifi c Ser residues of IKK2, 
which leads to the phosphorylation and degradation of IκBs [ 8 ]. However, the 
involvement of K63-linked chains in NF-κB activation has been challenged. In cells 
isolated from KO mice of Ubc13, a crucial component of an Ubc13–Uev1a E2 
complex to generate K63 chains specifi cally, NF-κB activation mediated by TNF-α 
is not overtly affected, although TNF-α-mediated activation of MAPKs by these 
stimuli is severely impaired [ 9 ]. Moreover, K63 chains are dispensable for TNF-α-, 
but not for IL-1β-, induced canonical NF-κB activation [ 10 ]. Thus, although K63 
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chains play crucial roles in signaling, they might be dispensable for the canonical 
NF-κB activation, at least on some occasions including TNF-α stimulation.

       The Linear Ubiquitin Chains and Their Roles 
in NF-κB Activation 

 One of the important features of the ubiquitin conjugation system is the diversity of 
the polyubiquitin chains [ 11 ]. Ubiquitin chains have been believed to be generated 
by conjugating C-terminal carboxyl groups of ubiquitin to ε-amino groups of one of 
seven Lys residues of another ubiquitin. Although polyubiquitin chains are 

  Fig. 2    The canonical NF-κB activation pathway. NF-κB (p65-p50 heterodimer in Fig.  2 .) resides 
within the cytoplasm of resting cells in a form bound to the inhibitor protein, IκBα. Upon binding 
to TNF-α, TRADD and RIP1 are recruited to the TNF receptor 1 (TNFR1). TRADD then recruits 
TRAF2 and cIAPs. In the case of IL-1β signaling, MyD88 is recruited to the IL-1 receptor (IL-1R), 
which recruits IRAK1 and IRAK4 to the receptor. IRAK1 binds to TRAF6. The ubiquitin ligase 
activities of TRAF6 and cIAPs are involved in the signaling cascade leading to canonical IKK 
activation, namely IKK2 phosphorylation. Phosphorylated IκBα is then conjugated with K48- 
linked polyubiquitin chains by the SCF βTrCP  ubiquitin ligase and degraded by the proteasome. 
Liberated NF-κB translocates to the nucleus and induces the expression of target genes       

 

K. Iwai



55

generated by the repetitive functions of three enzymes, E1, E2, and E3, molecular 
mechanisms underlying polyubiquitin chain generation has not been completely 
solved [ 11 ]. During the dissection of the mechanism underscoring polyubiquitin 
generation, we have identifi ed a new type of ubiquitin chain called the linear ubiq-
uitin chain, in which the C-terminal carboxyl group of ubiquitin is conjugated to the 
α-amino group of the N-terminus of another ubiquitin [ 11 ]. Here, how the linear 
chains were discovered is discussed. We have identifi ed the E3 complex composed 
of two RING–IBR–RING proteins, HOIL-1L and HOIP, and realized that HOIL-1L 
and HOIP possess multiple ubiquitin binding sites in addition to E2 binding sites 
(Fig.  3 ) [ 4 ,  12 ]. We thus hypothesized that the ubiquitin ligase complex recognizes 
ubiquitin as a substrate and conjugates ubiquitin onto it to generate polyubiquitin 
chains. Further analyses revealed that the HOIL-1L–HOIP complex indeed gener-
ates linear polyubiquitin chains exclusively [ 4 ].

   During the course of seeking the physiological function, we found that siRNA- 
mediated suppression of HOIP attenuated TNF-α-mediated NF-κB activation [ 5 ]. 
In primary hepatocytes isolated from mice lacking HOIL-1L, TNF-α-induced 
nuclear localization of p65, a subunit of NF-κB, is heavily impaired. Moreover, 
 TNF-α- induced IKK activation and expression of target genes of NF-κB are severely 
attenuated in embryonic fi broblasts (MEFs) from the HOIL-1L KO mice [ 5 ]. 

 However, although deletion of molecules essential for NF-κB activation, such as 
NEMO or IKK2, is embryonic lethal in mice, HOIL-1L KO is viable. HOIP, which 
is a catalytic subunit of the complex, was heavily decreased but not completely 
absent in HOIL-1L KO cells, which suggested that HOIP may have another binding 
partner besides HOIL-1L, and we identifi ed SHARPIN as a binding partner of 
HOIP. The C-terminus half of SHARPIN exhibits signifi cant homology with the 
N-terminal half of HOIL-1L, which is essential for binding to HOIP (Fig.  3 ) [ 13 ]. 
Further analyses revealed that SHARPIN forms the tertiary complex with HOIL-1L 
and HOIP [ 13 ]. The complex composed of HOIL-1L, HOIP, and SHARPIN conju-
gates to linear polyubiquitin chains, and we designated the complex composed of 
HOIL-1L, HOIP, and SHARPIN as LUBAC (Fig.  3 ) [ 13 ]. 

  Fig. 3    Schematic representation of LUBAC, which is composed of HOIL-1L, HOIP, and 
SHARPIN. The zinc fi nger and RING-IBR-RING domains of HOIP are the substrate-binding site 
and E3 active site, respectively.  IBR  in-between RING,  NZF  Npl4-type zinc fi nger,  PUB  peptide:N- 
glycanase/UBA- or UBX-containing proteins,  RING  really interesting new gene,  UBA  ubiquitin- 
associated domains,  UBL  ubiquitin-like,  ZF  zinc fi nger       
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 Pathophysiological roles of linear polyubiquitin chains were revealed by the 
analyses of spontaneous mutant mice called chronic proliferative dermatitis in mice 
(cpdm) [ 13 – 15 ]. Loss of SHARPIN is causative in cpdm mice that exhibit chronic 
infl ammation including chronic dermatitis and immunodefi ciency. In cells isolated 
from cpdm mice, the amount of the other components of LUBAC, HOIL-1L and 
HOIP, was reduced drastically by the lack of SHARPIN, thereby attenuating canon-
ical NF-κB activation induced by several stimuli including TNF-α and CD40 
[ 13 – 15 ]. Recently, loss-of-function mutation of HOIL-1L provoked a fatal human 
inherited disorder characterized by chronic autoinfl ammation, invasive bacterial 
infections, and muscular amylopectinosis [ 16 ]. Loss of HOIL-1L or SHARPIN 
destabilizes the other two components of LUBAC and thereby suppresses signal- 
induced NF-κB activation [ 5 ,  13 – 15 ]. Thus, loss of regulatory subunits of LUBAC 
suppresses signal-induced canonical NF-κB activation and provokes diseases 
characterized by autoinfl ammatory and immunodefi ciency phenotypes, at least in 
part [ 7 ].  

    Mechanism Underlying Linear Ubiquitin Chain-Mediated 
NF-κB Activation 

 The ubiquitin conjugation system regulates a wide variety of physiological phe-
nomena by conjugating polyubiquitin chains in a timely and selective manner [ 3 ]. 
The E3 enzymes must recognize target proteins prior to their ubiquitination [ 3 ]. In the 
case of LUBAC-mediated canonical NF-κB activation, NEMO, an integral subunit 
of the IKK complex, is the substrate of LUBAC, and linear polyubiquitination of 
NEMO is shown to be involved in the activation of IKK that leads to canonical 
NF-κB activation [ 6 ]. Recent analyses revealed the molecular mechanism of linear 
polyubiquitination of NEMO-mediated IKK activation [ 17 ]. Upon stimulation with 
agents such as TNF-α, LUBAC recognizes NEMO using the Npl4-type zinc fi nger 
1 (NZF1) domain of HOIP (Fig.  4 ) and conjugates linear ubiquitin chains onto the 
proteins. Conjugation of di-ubiquitin (dimer) of linear linkage to NEMO appears 
enough to activate the IKK complex [ 17 ]. Activation of the IKK complex is mediated 
by the phosphorylation of IKK2 [ 6 ]. In general, phosphorylation of kinases is medi-
ated either by trans-autophosphorylation or by upstream kinases [ 18 ]. The crystal 
structural analyses of human IKK2 revealed that homotypic interaction of the IKK2 
kinase domain is crucial for IKK2 activation [ 19 ]. Moreover, NEMO possesses the 
ubiquitin binding activity that prefers linear di-ubiquitin, and NEMO’s ubiquitin 
binding activity is critical for IKK activation [ 20 ]. We thus showed that linear 
di-ubiquitin conjugated to NEMO is recognized by another NEMO in trans, which 
triggers dimerization of the IKK complex and subsequent trans- autophosphorylation 
of IKK2 (Fig.  4 ) [ 17 ].
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       Perspectives 

 The involvement of LUBAC-mediated linear polyubiquitination in disease has been 
shown recently. Aberrant NF-κB activation plays an essential role in the pathogen-
esis of activated B cell-like diffuse large B cell lymphomas (ABC DLBCL) [ 21 ]. 
Recent analyses showed that LUBAC is essential for the growth of ABC DLBCL 
cells through suppression of NF-κB activity. Moreover, two rare SNPs in the HOIP 
gene are enriched in ABC DLBCL [ 21 ]. We have also observed that attenuation of 
LUBAC suppressed lung metastases of osteosarcomas in mice [ 22 ]. Moreover, 
HOIP attenuates apoptosis induced by platinum-based genotoxins, including cisplatin 
and carboplatin, that are widely used as anti-cancer drugs [ 23 ]. Thus, suppression of 
LUBAC activity might be a suitable target to control malignant tumors. We have 

  Fig. 4    The proposed role of 
linear chains in canonical 
NF-κB activation. NEMO, an 
integral component of the 
IKK complex, is recognized 
by the NZF1 of HOIP upon 
stimulation and is linearly 
ubiquitinated by 
LUBAC. Linear di-ubiquitin 
is suffi cient to activate 
IKK. Linear di-ubiquitin 
conjugated to NEMO is 
recognized by NEMO in 
another IKK complex in 
trans, triggering dimerization 
and trans-auto- 
phosphorylation of IKK2. 
Activated IKK2 
phosphorylates IκBα, 
activating the canonical 
NF-κB pathway       
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identifi ed a new type of ubiquitin modifi cation, linear ubiquitination, during our 
analyses to address the basic question of how the ubiquitin system generates polyu-
biquitin chains. We hope our unexpected fi nding will lead to the development of 
new therapeutic agents to control cancer.     
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      VCP, a Major ATPase in the Cells, as a Novel 
Drug Target for Currently Incurable 
Disorders                     

       Akira     Kakizuka     

    Abstract     Neuroprotection would be a novel therapeutic strategy for the prevention 
or retardation of clinical manifestations of currently incurable eye diseases as well 
as neurodegenerative diseases. A decrease in cellular ATP levels may contribute to 
the pathologies of these diseases; therefore, stabilization of ATP levels may retard 
the disease progression. We created novel small compounds (Kyoto University 
Substances, KUSs) to inhibit the ATPase activity of VCP (valosin-containing 
protein), the most abundant soluble ATPase in the cell. KUSs did not apparently 
impair the reported cellular VCP functions. Nevertheless, they signifi cantly suppressed 
the VCP-dependent decrease of cellular ATP levels. Moreover, KUSs as well as 
exogenous ATP or ATP-producing compounds suppressed endoplasmic reticulum 
(ER) stress, and indeed protected various types of cultured cells from cell death-
inducing insults. We then examined the effi cacies of KUSs in rd10, a mouse model 
of retinitis pigmentosa. KUSs not only prevented photoreceptor cell death but also 
preserved visual function. These results reveal an unexpected, crucial role of ATP 
consumption by VCP for the determination of cell fate in the pathological context, 
and point to a promising new neuroprotective strategy for currently incurable eye 
and neurodegenerative diseases.  

  Keywords     VCP   •   ATP regulation   •   Incurable diseases   •   Retinitis pigmentosa   •   ER 
stress   •   Cell death   •   Drug discovery  

        Background 

 Despite recent advances in medical care, there remain many incurable disorders, 
e.g. neurodegenerative diseases, incurable eye diseases, etc. In these disorders, the 
major pathology is early cell death in the affected organs, which precedes the 
death of the individual, often affecting the quality of life over extended periods. 
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To date, no drug has been successful at inhibiting or delaying such early cell death 
in vivo. In the 1990s, with much optimism, caspase inhibitors were developed and 
were expected to be such miracle drugs, but they were not able to prevent cell death 
in vivo. Indeed, later research revealed that caspases determine how cells die but are 
not able to affect the commitment to cell death. 

 Retinitis pigmentosa, in which a gradual degeneration and loss of photoreceptors 
occur along with aging, causes severe visual deterioration, and more than 1.5 million 
patients worldwide are estimated to be suffering from this eye disorder. There is no 
effective treatment that can prevent or delay the symptoms of retinitis pigmentosa. 
At least 60 genes have been implicated in retinitis pigmentosa, and therefore the 
cellular etiology—that is, the constellation of cellular mishaps that culminate in cell 
death—is the subject of ongoing debate. Involvement of endoplasmic reticulum (ER) 
stress has been proposed as a pathological mechanism in retinitis pigmentosa [ 1 ,  2 ].  

    VCP in Neurodegenerative Disorders 

 Using polyglutamine disease models, we have long been searching for common 
molecular bases in neurodegenerative diseases, and have found valosin-containing 
protein (VCP), an AAA (ATPases Associated with diverse cellular Activities)-type 
ATPase with ubiquitous expression, as a major player causing neurodegeneration. 
VCP is a phylogenetically well-conserved protein, and the respective amino acid 
sequences are identical among mouse, rat, and human, and 84 % identical between 
human and  Drosophila  [ 3 ]. To search for modifi er genes that are involved in the 
pathogenesis of polyglutamine diseases, we fi rst created  Drosophila  models of 
polyglutamine diseases, and then performed genetic analyses. In 2002, our mutant 
screening revealed that  Ter94  loss-of-function alleles mitigated eye degeneration 
that was induced by the expression of genes with expanded polyglutamine tracts [ 3 ]. 
Consistent with these results, overexpression of wild-type  Ter94  exacerbated the 
polyglutamine-induced eye degeneration [ 3 ]. It is notable that the mammalian  Ter94  
ortholog is  VCP . Thus, these results implicated VCP in the pathogenesis of human 
neurodegenerative diseases [ 4 ]. In 2004 and 2010, VCP mutations were identifi ed 
that are causative for IBMPFD (inclusion body myopathy associated with Paget 
disease of bone and frontotemporal dementia) [ 5 ], a human hereditary disease with 
dementia, and for rare cases of familial amyotrophic lateral sclerosis (ALS) [ 6 ], 
respectively. In our evaluation, all tested pathogenic VCPs showed signifi cant eleva-
tions of the ATPase activities, as compared with wild-type VCP [ 7 ], and thus we 
proposed the possibility that the constitutive elevation of its ATPase activity is a 
pathogenic mechanism. 

 These lines of evidence suggested that specifi c inhibitors of the ATPase activity 
of VCP could protect neuronal cells. In addition to its ATPase activity, however, 
VCP has been proposed to act in many important cellular processes [ 8 – 10 ], 
e.g., proteasome-mediated protein degradation, endoplasmic reticulum-associated 
degradation (ERAD), cell cycle control, membrane fusion, maintenance of the 
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Golgi apparatus, protein traffi cking, autophagy, genomic DNA surveillance, etc. 
Indeed, VCP knockdown and overexpression of dominant-negative forms of 
VCP induced cell death in essentially all cultured cells [ 11 ,  12 ]. DBeQ, a recently 
reported VCP inhibitor (with an in vitro IC50 of 1 μM) [ 13 ], also induced cell death. 
Among the diverse cellular functions of VCP, some would require ATP hydrolysis 
and others would not. Thus, we believed it would be possible to fi nd or develop 
small compounds that can inhibit or reduce the ATPase activity of VCP without 
inducing cellular toxicity.  

    Development of Novel Inhibitors (KUSs) of VCP ATPase 
Activity That Do Not Block VCP Cellular Functions 

 In our screening for novel VCP ATPase inhibitors, we found that a naphthalene 
derivative can inhibit the ATPase activity of VCP without showing apparent toxicity 
in cultured cells. Via the modifi cation of its chemical structure, we created about 
200 new compounds and named them Kyoto University Substances (KUSs). Some 
of them clearly inhibited the ATPase activity of recombinant VCP in vitro with IC 50  
values ranging from approximately 100 nM to 1 μM (Fig.  1 ). Importantly, the KUSs 
did not appear to inhibit the ATPase activity of N-ethylmaleimide-sensitive fusion 
protein (NSF), the protein most closely related to VCP.

   As reported, DBeQ induced accumulation of ubiquitinated proteins, ER stress, 
autophagy, and eventually cell death. In contrast, KUSs (e.g. KUS31, 69, 94, 121, 
and 187) did not induce any of these phenotypes. These results clearly indicated that 
ATPase inhibition by KUS31, 69, 94, 121, and 187 (referred to as “KUSs” hereafter) 
did not interfere with reported cellular VCP functions (referred to as “VCP functions” 
hereafter). These results indicate that VCP functions do not necessarily require its 
ATPase activity.  
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  Fig. 1    Structures and IC 50  values of Kyoto University Substances (KUSs), novel valosin- 
containing protein (VCP) modulators (Modifi ed from Ikeda et al. [ 22 ]). Structures and IC 50  values 
of KUS11, KUS31, KUS69, KUS94, KUS121, and KUS187 are shown. Note that KUS11 did not 
inhibit the ATPase activity of recombinant VCP, and it did not share a common structure with the 
other KUSs       
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    KUSs Protected Cells Under ER Stress-Inducing Conditions 

 Over and above their lack of toxicity, KUSs were found to protect cells from several 
cell death-inducing insults. For example, HeLa cells died within several days when 
cultured under low-glucose conditions (0.2 g/l of glucose) (Fig.  2a ). However, the 
addition of KUSs prevented cell death under these conditions (Fig.  2a, b ). Similar 
protective effects were also observed when HeLa cells were cultured with tunica-
mycin (Tm) (Fig.  2c ), or when HEK293 cells were cultured under serum-free 
conditions (Fig.  2d ). These data indicated that inhibition of VCP ATPase activity by 
KUSs was benefi cial for cells against cell death–inducing insults.

   Tunicamycin treatment and glucose starvation cause ER stress and eventually 
lead to cell death. C/EBP-homologous protein (CHOP) is upregulated during ER 
stress, and is proposed to mediate the ER stress-induced cell death [ 14 ]. Indeed, the 
induction of CHOP in tunicamycin-treated HeLa cells was suppressed by the addi-
tion of KUSs. The induction of 78 kDa glucose-regulated protein (Grp78), another 
ER stress marker [ 15 ], was also suppressed by KUSs in the tunicamycin-treated cells. 
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  Fig. 2    Prevention of cell death and endoplasmic reticulum (ER) stress by Kyoto University 
Substances (KUSs) (Modifi ed from Ikeda et al. [ 22 ]). ( a ) Photographs of HeLa cells, cultured with 
DMSO (DMSO) or KUSs (KUS94, KUS121, and KUS187, 20 μM each) for 41 h in low- glucose 
(0.2 g/l) medium. Scale bar, 100 μm. ( b ,  c ) WST (water-soluble tetrazolium salt) values refl ecting 
relative live cell numbers are shown as optical density (OD) at 450 nm.  Error bars  indicate stan-
dard deviations. ( b ) WST values of HeLa cells, cultured in low glucose (0.2 g/l) with DMSO (D) 
or KUSs (50 μM for KUS121; 20 μM for KUS69, KUS94, and KUS187;  n  = 3) for 41 h. ( c ) Cell 
viability, indicated by WST values of HeLa cells, cultured with tunicamycin (Tm) (0.2 μg/ml) for 
41 h with DMSO (D) or KUSs (20 μM each;  n  = 3). ( d ) WST values of HEK293 cells, cultured 
under serum-free conditions for 65 h with DMSO (D) or KUSs (20 μM each;  n  = 3). *** P  < 0.001 
vs. DMSO control (Dunnett’s test)       
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These data indicate that KUSs have the ability to suppress ER stress and to promote 
cell survival in certain conditions. 

 We next examined the effect of KUSs on cellular ATP levels. After a 20 h incubation 
in low-glucose medium (0.25 g/l), glucose levels in the medium approached zero, 
and ATP levels in the cells (control cells) also signifi cantly decreased. In contrast, 
ATP levels in cells cultured in low-glucose medium and KUSs remained signifi -
cantly higher than those in the control cells.  

    KUSs or Exogenous ATP Prevented ER Stress 
in Cultured Cells  

 ER stress has been believed to be induced by the accumulation of misfolded 
proteins, or protein aggregates, in the ER [ 16 – 18 ]. We recently identifi ed laminin γ1 
as an aggregation-prone protein in the ER. We therefore examined the change of 
laminin γ1 states in ER stress by tunicamycin treatments. Expression of laminin 
γ1 was diffusely observed throughout the ER in normal cells (Control in Fig.  3a ). 
In tunicamycin- treated cells, laminin γ1 formed clear aggregates (DMSO in Fig.  3a ). 
However, 50 μM KUSs (KUS69, 94, 121, and 187) or 1 mM ATP treatments 
prevented its aggregation (Fig.  3a ). The KUSs or ATP treatment similarly prevented 
decreases of ATP levels in tunicamycin-treated cells (Fig.  3b ). By contrast, KUS11, 
which could not inhibit VCP ATPase, was unable to prevent the tunicamycin- 
elicited drop in cellular ATP concentration (Figs.  1  and  3b ). The addition of 0.1 mM 
ATP or 3 to 10 mM methylpyruvate (weakly membrane-permeable pyruvate, which 
is converted to ATP in mitochondria) was also ineffective in preventing the aggrega-
tion of laminin γ1 in tunicamycin-treated cells (Fig.  3a ), but could nevertheless 
suppress the induction of ER stress, namely CHOP induction (Fig.  3c ). These results 
indicated that the ER is more sensitive to decreases in ATP levels than to the presence 
of aggregates.

       KUSs Mitigated Pathologies of rd10, a Mouse 
Model of Retinitis Pigmentosa 

 We have long been seeking a new strategy to protect retinal neuronal cells. In retinitis 
pigmentosa, an involvement of ER stress has been proposed [ 1 ,  2 ]. We wondered 
whether the protective effects of KUSs in cell culture would translate  in vivo  to the 
prevention of degeneration of photoreceptor cells in rd10 mice, a representative 
mouse model of retinitis pigmentosa [ 19 ]. Rd10 mice carry a mutation in a gene 
encoding the rod cyclic guanosine monophosphate (cGMP) phosphodiesterase beta 
subunit (PDE6B) [ 19 ]. Similar mutations are found in patients with retinitis 
pigmentosa. 
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 Starting 7 days after birth, KUS121 or KUS187 was administered daily (50 mg/kg) 
by intraperitoneal injection. Spectral-domain optical coherence tomography 
(SD-OCT) examination showed that at age 25 days, the thinning of the outer nuclear 
layer (ONL) was clearly observed in the control rd10 mice (Fig.  4a ). The ONL and 
the junction line between the inner segment and outer segment (arrow heads in 
Fig.  4a ), which is generally considered to be positively associated with visual function 
[ 20 ,  21 ], were clearly detected in the KUS-treated rd10 mice but not in control rd10 
mice. A very small electroretinogram response was observed in control rd10 mice, 
but an almost normal electroretinogram response was observed in most of the 
KUS- treated rd10 mice (Fig.  4b ). At age 29 days, the photoreceptor layer was barely 

  Fig. 3    Kyoto University Substances (KUSs) and ATP each prevented a decrease of ATP levels and 
ameliorated endoplasmic reticulum (ER) stress in tunicamycin (Tm)-treated cells (Modifi ed from 
Ikeda et al. [ 22 ]). ( a ) Immunocytochemical analyses of HeLa cells by an anti- laminin γ1 antibody. 
HeLa cells were treated with 0.5 μg/ml of Tm for 5 h in the presence of KUSs (50 μM), ATP (0.1, 
0.3, and 1 mM), methylpyruvate (MePyr) (3 and 10 mM), or vehicle alone (DMSO). Then, cells 
were fi xed and subjected to immunocytochemical analyses. Normally growing HeLa cells were 
also analyzed (Control). Scale bar, 10 μm. ( b ) Measurements of the relative amounts of ATP per 
cell. HeLa cells were treated with Tm (0.5 μg/ml) for 24 h in the presence of KUSs (50 μM) or ATP 
(0.1 and 1 mM), or vehicle alone (DMSO), and were harvested. Then, ATP amounts from 1.5 × 10 5  
cells were measured. * P  < 0.05, ** P  < 0.01.  Error bars  indicate standard deviations. ( c ) Western 
blot analyses of C/EBP-homologous protein (CHOP). HeLa cells were treated with 0.5 μg/ml of 
Tm for 5 h in the presence of KUSs (50 μM), ATP (0.1, 0.3, and 1 mM), MePyr (3 and 10 mM), or 
vehicle alone (-). Then, cells were harvested and subjected to western blot analyses. Actin served 
as a loading control       

 

A. Kakizuka



67

detected in SD-OCT images, and electroretinogram records were almost fl at in control 
rd10 mice. In the age-matched KUS-treated rd10 mice, the ONL, although thin, and 
an electroretinogram response were still observed (Fig.  4c, d ).

   By histological examination, at age 33 days, the ONL in the control rd10 mice 
consisted of only 1–2 rows of cells, but there remained 5–6 rows of cells in the ONL 
in the KUS-treated rd10 mice (Fig.  4e ). In KUS-treated mice but not in control rd10 
mice, the outer segment of the photoreceptors was observed (Fig.  4e ). The electro-
retinogram was non-recordable in the control rd10 mice, but small b-wave and 
oscillatory potentials were observed in the KUS-treated rd10 mice (Fig.  4f ). Time- 
dependent changes in total retinal thickness measured on SD-OCT images (Fig.  4g ) 
and in b-wave amplitudes of dark-adapted electroretinograms (Fig.  4h ) showed that 

rd10 rd10

  Fig. 4    In vivo effi cacies of Kyoto University Substances (KUSs) in the rd10 mouse model of reti-
nitis pigmentosa (Modifi ed from Ikeda et al. [ 22 ]). ( a ,  c ) Representative live sectional images 
( vertical sections ) by spectral-domain optical coherence tomography (SD-OCT) of retinas in 
25-day-old ( a ) and 29-day-old ( c ) normal C57BL/6 mice (WT) and rd10 mice, administered KUS 
121 ( n  = 17), KUS187 ( n  = 21), or saline ( n  = 18) as a control.  Vertical bars  in the images indicate 
the thickness of the outer nuclear layer (ONL). Note that the ONL was barely detectable in saline-
treated control rd10 mice. ( b ,  d ,  f ) Electroretinograms of 25-day-old ( b ), 29-day-old ( d ), and 
33-day-old ( f ) normal C57BL/6 mice (WT) and rd10 mice, administered KUSs or saline. ( e ) 
HE-stained retinas of 33-day-old normal C57BL/6 mice (WT) and rd10 mice, administered KUSs 
or saline. Scale bars (shown by  white color ), 100 μm in ( a)  and ( c ); 20 μm in ( e ). ( g ,  h ) Time- 
dependent changes of total retinal thickness ( g ) and b-wave amplitude in dark-adapted electroreti-
nograms ( h ) in rd10 mice administered KUSs or saline (C). * P  < 0.05, ** P  < 0.01, *** P  < 0.005 vs. 
saline (Dunnett’s test).  Error bars  indicate standard deviations.  OS  outer segment,  RPE  retinal 
pigment epithelium       
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KUS treatments had the potential to prevent or delay the disease progression. When 
examined by electron microscopy, the outer segment of the control rd10 mouse 
retina was mostly disarranged at the age of 21 days, whereas that of the KUS-treated 
rd10 mouse retina was regularly arranged [ 22 ].  

    Discussion 

 We showed that KUSs, new compounds developed as ATPase inhibitors of VCP, 
have novel functions as “VCP modulators” or “ATP regulators” without apparent 
inhibition of cellular VCP functions. These new “ATP regulators” have strong 
neuroprotective effects  in vivo  on retinal photoreceptor cells. The effi cacies were 
apparently correlated with their abilities to suppress ER stress. From the evidence 
that KUSs could prevent the decrease in the cellular ATP level in response to several 
cell death-inducing insults and thereby prevent cell death in pathological condi-
tions, and the evidence that the prevention of early cell death could in turn prevent 
or delay the deterioration of the affected organs, we posit that a reduction of ATP 
levels is a common feature in the affected organs of individuals with incurable 
disorders involving early cell death. Because many proteins require ATP, a reduction 
of ATP levels would contribute to a functional decline in affected cells or organs in 
the early stages of the disease. Reducing ATP consumption by way of KUSs and/or 
enhancing ATP generation by yet-unknown compounds would be a novel strategy 
to retard these processes and thus to prevent or retard the progression of clinical 
manifestations [ 22 ].     
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      Roles of E-cadherin in Hepatocarcinogenesis                     

       Shin     Maeda      and     Hayato     Nakagawa   

    Abstract     Loss of E-cadherin function has been reported to be associated with 
progression and poor prognosis of liver cancer. However, the precise role of 
E-cadherin in liver cancer development has not been elucidated. Thus, we generated 
liver- specifi c E-cadherin ( Cdh1 ) knockout mice ( Cdh1  ∆ Liv  ) by crossing  Cdh1   fl ox/fl ox   
mice with  albumin-Cre  transgenic mice. Interestingly,  Cdh1  ∆ Liv   mice developed 
spontaneous infl ammation in the portal areas, and then developed periductal onion 
skin–like fi brosis, which resembled primary sclerosing cholangitis. Microarray 
analysis showed that expression of stem cell markers such as CD44 and Sox9, 
and infl ammatory cytokines such as IL-6 and TNF-α, are increased in  Cdh1  ∆ Liv   
liver compared with  Cdh1   fl ox/fl ox   liver. To investigate the role of E-cadherin in the 
liver tumorigenesis, we crossed  Cdh1  ∆ Liv   mice with  lox-stop-lox Kras   G12D   mice 
( Kras + Cdh1  ∆ Liv  ).  Kras + Cdh1  ∆ Liv   mice developed liver tumors at age 28 weeks 
(8/8, 100 %), whereas  Kras + Cdh1   fl ox/+   mice did not develop any tumors. 
Histologically, these tumors were hepatocellular carcinomas with a small proportion 
of ductal lesions and strongly positive for progenitor cell markers such as CD44 
and Sox9. Interestingly, epithelial to mesenchymal transition (EMT) was found in 
the tumors of  Kras + Cdh1  ∆ Liv   mice. We also found that diethylnitrosamine-induced 
tumorigenesis was signifi cantly accelerated in  Cdh1  ∆ Liv   mice. In summary, loss of 
E-cadherin in the liver leads to sclerosing cholangitis and promotes tumorigenesis. 
Its tumor- promoting function seemed to be caused by gain of stem cell properties as 
well as induction of EMT.  

  Keywords     Liver cancer   •   E-cadherin   •   Stem cell marker   •   Infl ammation   •   Epithelial- 
mesenchymal transition (EMT)   •   Knockout mouse  
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        Introduction 

 Hepatocellular carcinoma (HCC) is the third most common cause of cancer deaths 
worldwide; therefore, improving the prognosis has become an important issue [ 1 ]. 
Major HCC risk factors include infection with hepatitis B (HBV) or C viruses 
(HCV), alcohol and non-alcoholic steatohepatitis (NASH). The prognosis of 
patients with HCC has improved recently because of progress in early diagnosis and 
treatment, but patients with advanced HCC are still incurable. Thus, understanding 
the carcinogenic mechanisms and exploring new therapeutic targets for HCC has 
become an important issue. 

 Hanahan et al. showed that all cancers share common hallmarks such as prolif-
eration or anti-cell death that govern the transformation of normal cells to cancer 
cells [ 2 ]. Among them, invasion and metastasis play important roles in tumor 
promotion and progression, and are associated with prognosis of the patients. 
Dysregulation of E-cadherin has been reported to contribute to cancer progression [ 3 ]. 
It is reported that decreased expression of E-cadherin is associated with malignant 
progression in various kinds of cancer, such as gastric cancer or skin cancer [ 4 ]. 
In liver cancers, HCC or cholangiocarcinoma (CCC), E-cadherin expression is 
decreased by 20–60 % and is associated with invasiveness or poor prognosis [ 5 ,  6 ]. 
These fi ndings suggest that E-cadherin may play an important role in tumor 
suppression in the liver. However, so far, the precise roles of E-cadherin in liver 
carcinogenesis remain unclear, especially in vivo; thus, we examined the role of 
E-cadherin in liver tumorigenesis by using liver-specifi c E-cadherin knockout mice.  

    Results 

    Physiological Function of E-cadherin in the Liver 

 To determine the role of E-cadherin in the liver, we generated liver-specifi c 
E-cadherin knockout mice by crossing  Cdh1   F/F   and albumin-Cre transgenic mice 
(both from Jackson Laboratories). In  Cdh1   F/F   control mice, E-cadherin was 
expressed on the membrane of hepatocytes and interlobular biliary epithelial cells. 
In contrast, in  Cdh1  Δ L   mice, the expression was completely deleted in both hepato-
cytes and biliary epithelial cells (Fig.  1a ). Histologically,  Cdh1  Δ L   liver was shown to 
be almost normal at 1 month; however, at 2 month of age,  Cdh1  Δ L   mice spontane-
ously developed infl ammation around the portal area, and at 8 month of age, 
periductal onion skin–like fi brosis, which resembled human primary sclerosing 
cholangitis, was observed in  Cdh1  Δ L   mice (Fig.  1b ).

   According to the periductal infl ammation, we hypothesized that the bile trans-
port system might be impaired by the E-cadherin deletion from the biliary epithelial 
cells. To prove the hypothesis, fl uorescent-labeled bile acid was injected into 
 Cdh1   F/F   and  Cdh1  ∆ L   mice. After 15 min, in control  Cdh1   F/F   mice, we could see a 
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clear canalicular pattern and bile acid was smoothly transported into the bile duct. 
In contrast, in  Cdh1  ∆ L   mice, the canalicular staining pattern was very fuzzy and bile 
acid did not reach the bile duct lumen. These observations suggest that the bile 
canalicular network may be functionally impaired in  Cdh1  ∆ L   mice, and this leads to 
liver injury and subsequent infl ammation.  

    Progenitor Cell Proliferation in  CDH1  Δ L   Mice 

 To characterize the phenotype of  CDH1  Δ L   mice, microarray analysis was performed 
using whole-liver samples obtained from  CDH1   F/F   and  CDH1  Δ L   mice. The expres-
sion of several hepatic progenitor cell markers, such as Sox9, CD44, or Epcam, was 
upregulated in  CDH1  Δ L   mice compared with  CDH1   F/F   mice. The results were con-
fi rmed by immunohistochemical analysis in  CDH1   F/F   and  CDH1  Δ L   mice. We also 
found a lot of ductal cells expressing these progenitor cell markers in the periportal 
area. These results suggest that ductal cells with progenitor potential are proliferating 
in the portal area of  CDH1  Δ L   mice.  

  Fig. 1    ( a ) Analysis of E-cadherin expression by immunohistochemistry of liver sections (×200) 
obtained from 1-month-old  CDH1   F/F   and  CDH1  Δ L   mice. ( b ) H&E staining of 2-, 5-, and 8-month- 
old  CDH1  Δ L   mice (×200)       
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    Loss of E-cadherin Accelerates Oncogene-Addicted 
Liver Carcinogenesis 

 Because Ras signaling is frequently active in human HCC, we crossed  CDH1  Δ L   
mice with active  Kras  conditional knockin ( LSL-Kras   G12D  ) mice ( Kras/CDH1  Δ L  ). 
All male  Kras/CDH1  Δ L   mice developed multiple liver tumors at 8 months of age 
( n  = 10), whereas only 4 of 10 male albumin-Cre/ LSL - Kras   G12D   /CDH1  wild-type 
mice ( Kras/CDH1   +/+  ) developed a few visible tumors (Fig.  2a ). Most of the tumors 
arising in  Kras/CDH1  Δ L   mice were AFP-positive HCC and ranged from a well to a 
poorly differentiated type. On the other hand, tumors in the  Kras/CDH1   +/+   mice 
were mostly AFP-negative dysplastic nodules or well-differentiated HCC. These 
results suggest that loss of E-cadherin accelerates Ras-addicted liver cancer 
development.

   We assessed activation of extracellular signal-regulated kinase (ERK), which is 
a major downstream transducer of Ras, in non-tumor tissue. Strong ERK phos-
phorylation was observed in  Kras/CDH1  Δ L   livers compared with that in  Kras/
CDH1   +/+   livers. We thought that the increased ERK activation was one of the mech-
anism for the tumor acceleration in  CDH1  Δ L   mice. 

 Epithelial to mesenchymal transition (EMT) is considered a key process for 
tumor invasiveness, and loss of E-cadherin expression is a hallmark of EMT [ 7 ]. 
Interestingly, in some tumors in  Kras/CDH1  Δ L   mice, HCC cells gradually trans-
formed into fi broblast-like cells, and these cells were positive for the mesenchymal 
marker vimentin, indicating that spontaneous EMT occurred in the tumors of these 
mice. EMT was shown to be associated with a gain of stem cell properties [ 7 ]. 
Indeed, evident expression of two stem cell markers, CD44 and Sox9, was positive 
in tumor cells undergoing EMT. 
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  Fig. 2    ( a ) Representative images of the liver from 8-month-old  Kras/CDH1   +/+   and  Kras/CDH1  Δ L   
mice. ( b ) Bar graphs of tumor number and tumor size in each mouse after 8 months of diethylni-
trosamine (DEN) injections are shown. Data are expressed as means ± SEMs ( n  = 10 per group, 
* p  < 0.05)       
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 In female  Kras/CDH1  Δ L   mice, only two of eight mice developed tumors by 
12 months of age. This indicates gender disparity in this model of liver cancer 
susceptibility, as was shown in other mouse HCC models [ 8 ].  

    Loss of E-cadherin Promotes Chemical-Induced HCC 

 To further examine the role of E-cadherin in hepatocarcinogenesis, we used 
diethylnitrosamine (DEN) to induce a hepatocyte-derived HCC [ 9 ].  CDH1   F/F   mice 
and  CDH1  Δ L   mice were injected with 25 mg/kg DEN on postnatal day 14 [ 10 ]. 
After 8 months,  CDH1  Δ L   mice showed a signifi cantly increased number and size of 
liver tumors compared with  CDH1   F/F   mice. In addition,  CDH1  Δ L   mice developed 
histologically more advanced tumors (Fig.  2b ). As in  Kras/CDH1  Δ L   mice, strong 
ERK phosphorylation was observed in tumors of DEN-treated  CDH1  Δ L   mice. Some 
tumors in  CDH1  Δ L   mice strongly expressed CD44 and vimentin, whereas very few 
tumors in  CDH1   F/F   mice expressed these markers. These results confi rmed that loss 
of E-cadherin enhances activation of ERK and expression of stem cell and EMT 
markers in a chemically induced HCC model.  

    Relationship Between E-cadherin Loss and Mesenchymal 
and Stem Cell Markers in Human HCC 

 To investigate whether E-cadherin loss correlates with mesenchymal and stem cell 
markers in human HCC, we examined the expression of E-cadherin, CD44, and 
vimentin in human HCC cell lines. Signifi cant inverse correlations were observed, 
particularly between E-cadherin and CD44. Among these cell lines, we chose three 
that expressed E-cadherin, Hep3B, HuH7, and PLC/PRF/5, and we examined the 
effect of E-cadherin knockdown with siRNA. All three cell lines exhibited elevated 
expression of mesenchymal markers such as N-cadherin and vimentin, and showed 
an elongated mesenchymal-like appearance. In addition, invasion capacity was sig-
nifi cantly increased by E-cadherin knockdown, suggesting that loss of E-cadherin 
can be a causal factor of EMT and invasive phenotype of HCC.   

    Discussion 

 Our current data strongly suggest that E-cadherin is a tumor suppressor in the liver. 
Although various kinds of epithelial tumors showed decreased E-cadherin expres-
sion, there have been few reports of direct connections between E-cadherin loss and 
tumor progression, especially in vivo [ 11 ,  12 ]. In this study, when combined with 
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Ras activation or chemical carcinogen administration,  CDH1  Δ L   display markedly 
accelerated carcinogenesis and an invasive phenotype. Although it has been unclear 
whether loss of E-cadherin is a consequence or a cause of EMT, we have demon-
strated its causal role in vivo and in vitro. Recent reports have established a direct 
link between EMT and a gain of stem/progenitor cell properties [ 7 ], which is sup-
ported by our mouse models since tumor cells undergoing EMT clearly expressed 
stem cell markers. The expression of stem cell markers such as CD44 and Sox9 has 
been reported to be associated with a poor prognosis in patients with HCC [ 13 ]. 

 The cellular source of liver cancers still remains unclear. Recent studies 
suggested that mature hepatocytes could translate into not only HCC but also 
CCC [ 14 ]. We speculated that tumors in  Kras/CDH1  Δ L   mice originated from two 
different cell types on the basis of the pathological fi ndings and distribution of 
the tumors—proliferating duct cells including progenitor cells induced by loss of 
E-cadherin, and mature hepatocytes transformed by Ras activation. However, to 
reach a fi rm conclusion, further analyses such as cell lineage tracing are needed, and 
we consider this an important future issue. 

 In summary, loss of E-cadherin in the liver causes impairment of the intrahepatic 
biliary network and subsequent infl ammatory reactions. In mature hepatocytes, loss 
of E-cadherin leads to EMT induction, upregulation of stem cell markers, and ERK 
activation, which eventually results in enhanced carcinogenesis and an invasive 
phenotype [ 15 ]. Thus, E-cadherin plays critical roles in maintaining homeostasis 
and suppressing carcinogenesis in the liver.     
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      The Hippo Signaling Pathway: A Candidate 
New Drug Target for Malignant Tumors                     

       Miki     Nishio    ,     Hiroki     Goto    ,     Miki     Suzuki    ,     Aya     Fujimoto    ,     Koshi     Mimori    , 
and     Akira     Suzuki     

    Abstract     The Hippo pathway has the unique capacity to sense tissue architecture 
and the external forces that shape it, and dysregulation of this pathway leads to 
tumorigenesis. The study of mice bearing systemic or tissue-specifi c mutations of 
Hippo elements has driven huge progress in understanding this pathway’s role in 
normal physiology and disease. Here, we summarize how disruption of Hippo 
signaling relates to cancer, and we highlight the importance of this pathway as a 
new drug target for malignant tumors.  

  Keywords     Hippo   •   Cancer   •   Function   •   Mouse model  

       Introduction 

 The Hippo signaling pathway was fi rst identifi ed as a regulator of organ size in 
 Drosophila  [ 1 ]. In mammals, canonical Hippo signaling is mediated by mammalian 
sterile 20-like (MST) kinases, large tumor suppressor (LATS) kinases, the adaptor 
proteins Salvador homolog 1 (SAV1) and Mps one binder kinase activator protein 
(MOB1), and the downstream transcription cofactors Yes-associated protein 1 
(YAP1) and its paralog, transcriptional coactivator with PDZ-binding motif (TAZ). 

 In a cell exposed to cell–cell contact, mechanical force, or a stress stimulus, 
MST phosphorylates LATS in a reaction facilitated by SAV1 and MOB1. LATS in 
turn phosphorylates YAP1 (S127)/TAZ (S89), which then binds to 14-3-3 protein. 
This binding prevents phosphorylated YAP1/TAZ from accessing the nucleus and 
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activating the transcription of a broad range of growth factors and anti-apoptotic 
genes (Fig.  1 ). Additional control is exerted by the binding of phosphorylated 
YAP1(S397)/TAZ(S311) to the E3 ligase complex SCF β-TrCP , which facilitates YAP1/
TAZ ubiquitination and proteasomal degradation [ 2 – 5 ] (Fig.  2 ). Thus, the promotion 
of cell proliferation by YAP1/TAZ is negatively regulated by Hippo signaling.

    The upstream sensors activating Hippo signaling in mammals are not clearly 
understood. With respect to extracellular triggers, E-cadherin (CDH1), CD44, 
β1-integrin (ITGB1)–Rho–GTPase, β1-integrin–ILK–MYPT1–PP1, G-protein- 
coupled receptors (GPCRs), and protease-activated receptors (F2Rs) Rho–GTPases–
ROCK have all been linked to control of NF2, LATS, or YAP1/TAZ activation, as 
illustrated in Figs.  1  and  2  [ 2 ,  6 – 15 ], but the precise sequence of events remains 
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  Fig. 1    Mammalian canonical and non-canonical Hippo signaling pathways. The core components 
of the mammalian Hippo pathway are the MST and LATS kinases, and the SAV1 and MOB adap-
tor proteins. The Hippo pathway is activated in response to increased cell density, cell tension, 
mechanical forces, stress stimuli, or G-protein-coupled receptor (GPCR) antagonists, and inhibits 
cell proliferation and other processes potentially contributing to tumorigenesis. Candidate sensory 
components upstream of the Hippo core include FAT4, DCHS1, ITGB1, CD44, NF2, FRMD6, 
KIBRA, TAO, and RASSF. Upon Hippo core activation, SAV1 binding to MST allows this kinase 
to phosphorylate MOB1. Phospho-MOB1 binding to LATS both enhances LATS catalytic activity 
and allows it to be phosphorylated by MST. Phospho-LATS then phosphorylates and inactivates 
YAP (or its paralog, TAZ), promoting their cytoplasmic retention through binding to 14-3-3 pro-
tein. LATS-phosphorylated YAP1 (or TAZ) is also degraded so transcription factors (such as the 
TEADs) promoting cell survival are not activated. In contrast, under conditions of low cell density 
or minimal stress, YAP dissociates from 14-3-3, translocates into the nucleus, and activates tran-
scription factors that induce the expression of pro-survival genes.  Solid lines  indicate known direct 
interactions;  dashed lines  indicate unknown mechanisms. The non-canonical Hippo pathway oper-
ates in the tight and adherens junction complexes and involves AMOT in the Crumb complex in 
the tight junction, ZO-2 in the tight junction, and α-catenin, β-catenin and PTPN14 in the adher-
ence junction. Each of these molecules can bind to phosphorylated YAP1 to control its localization 
and activity       
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obscure. The roles of intracellular triggers are even less well defi ned but include 
KIBRA binding to NF2 and FRMD6 and the activities of TAOK1, PP2A, and 
RASSFs [ 16 – 23 ]. 

 Establishment of epithelial apical–basal polarity requires the Crumbs, Par, and 
Scribble complexes [ 24 ,  25 ]. In addition to the canonical Hippo signaling pathway, 
a non-canonical Hippo pathway exists that involves AMOT in the Crumb complex 
in the tight junction, ZO-2 in the tight junction, and α-catenin, β-catenin, and 
PTPN14 in the adherence junction [ 26 – 32 ]. These molecules all bind to phosphory-
lated YAP1 to control its localization and activity. The Scribble and Par3 polarity 
complexes also infl uence Hippo signaling. 

 The localization and activity of YAP1/TAZ are also regulated by several other 
non-Hippo molecular events. For example, the phosphorylation of YAP1  (Y407)/
TAZ (Y321) by SRC family kinases (YES1, SRC, ABL) [ 33 ] induces nuclear local-
ization of YAP1, while methylation of YAP1 (K494) by SET7 excludes YAP1 from 
the nucleus [ 34 ]. Like Hippo-mediated phosphorylation, phosphorylation of TAZ 
(Ser58 and Ser62) by glycogen synthase kinase 3β (GSK3β) recruits β-TrCP, driv-
ing TAZ degradation [ 35 ]. 

 The main transcription factors regulated by YAP1/TAZ are the TEADs, but, 
as illustrated in Fig.  3 , many other transcription factors are affected by 
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  Fig. 2    Mechanisms of YAP1/TAZ inactivation. Activation of the Hippo core, as described in 
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YAP1/TAZ. Accordingly, the Hippo pathway regulates cell proliferation, organ size, 
and tumor suppression. As shown in Fig.  4 , the Hippo pathway also engages in 
crosstalk with several morphogenetic signaling pathways whose disruption is linked 
to morphogenesis and carcinogenesis [ 36 ]. While YAP1 and TAZ share most struc-
tural features, TAZ lacks two sequences present in YAP1: a PxxφP motif and an 
SH3- binding motif. The effect of these differences on specifi c transcriptional acti-
vation patterns is under investigation.

    Identifying the roles of mammalian Hippo signaling elements has been a chal-
lenge because multiple homologs exist for almost all components. Each isoform’s 
function has required separate clarifi cation via the use of specifi c knockout (KO) 
mice. Strikingly, mutants lacking NF2, MST1/2, or LATS1, as well as YAP1 trans-
genic animals, all develop some type of tumor. In human cancers, inactivation of the 
Hippo pathway due to either genetic (NF2, SAV1, MOB1A, LATS2, or YAP1) or 
epigenetic changes has been documented [ 37 – 40 ]. Indeed, for a variety of tumors, 
loss of Hippo signaling can predict patient sensitivity to chemotherapy as well as 
disease-free survival and overall survival [ 41 ]. This function of Hippo components 
as potent tumor suppressors makes them attractive targets for new anti-cancer 
therapies. To date, certain porphyrin derivatives, such as verteporfi n (VP) and 
protoporphyrin IX (PPIX), have been reported to inhibit YAP1–TEAD association 
[ 42 ]. GPCR (Gα12/13, Gαq/11, Gαi/o) antagonists, GPCR (Gαs) agonists [ 8 ], and 
Src family antagonists (dasatinib) [ 33 ] have also been proposed as candidate Hippo 
modulators for tumor therapy. 
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 In this chapter, we describe gene-targeted mouse models that have been useful in 
characterizing the physiological and tumor-suppressive properties of the Hippo 
pathway in various tissues, and relate these models to human cancers.  

    Loss of Hippo Signaling in the Liver 

 YAP1 transgenic mice show hepatomegaly due to an increase in liver cell numbers 
rather than cell size. This hyperplasia was completely reversible in the short term 
but led to irreversible liver tumorigenesis in the long term [ 37 ]. YAP1 hyperactiva-
tion caused adult hepatocytes to dedifferentiate into liver progenitor cells that exhib-
ited enhanced self-renewal and engraftment capacities as well as increased Notch2 
transcription promoting the cholangiocyte lineage [ 43 ]. In contrast, mice defi cient 
for YAP1 specifi cally showed loss of hepatocytes and cholangiocytes, and resisted 
the induction of hepatocarcinoma (HCC) [ 38 ,  42 ,  44 ]. 

 In human HCC, amplifi cation of the YAP1 gene is uncommon (~5–10 %) [ 37 ], 
but loss of YAP1 (Ser127) phosphorylation and elevated nuclear YAP1 are frequently 
observed [ 38 ,  39 ]. Increased YAP1 is now considered an independent prognostic 
marker for HCC [ 41 ]. Among human liver tumor subtypes, YAP1 elevation is most 
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frequent in combined hepatocellular cholangiocarcinomas (cHC-CC; 67%). YAP1 
is also higher in more HCCs exhibiting “stemness” (EpCAM +  and keratin 19 + ; 
56%) than in HCCs lacking “stemness” (17%). In addition, impaired phosphorylation 
of MOB1 occurs in 81% of human HCCs [ 40 ]. 

 Complete knockout of both MST1 and MST2 (DKO) in mice results in embry-
onic lethality, whereas retention of a single functional copy of either MST1 or 
MST2 is suffi cient for normal embryogenesis. These mutants show enhanced pro-
liferation of liver stem cells and progenitor cells (such as oval cells) that give rise to 
both hepatocytes and cholangiocytes. Eventually these mutants develop liver tumors 
due to loss of function of the single MST1 or MST2 allele. These tumors display 
characteristics of both HCC and CC, and feature the expansion and transformation 
of a mixed liver progenitor cell population [ 45 ]. Liver-specifi c MST1/2 DKO mice 
develop similar hepatomegaly and HCC/CC tumors by 5–6 months after birth [ 46 ]. 

 It is still unclear whether LATS function is essential for tumor suppression in the 
liver. One study showed that loss of MST1/2 decreased MOB1 and YAP1 phos-
phorylation but had no effect on LATS1/2 phosphorylation [ 45 ]. However, another 
study demonstrated reduced levels of phosphorylated YAP1 and LATS1/2 but 
unexpectedly decreased TAZ protein levels in MST1/2 DKO liver and tumors [ 40 ]. 
These data suggest that LATS1/2 and TAZ may be unlikely to play a major role in 
this liver phenotype. 

 Liver-specifi c deletion of Sav1 in mice enhances oval cell proliferation such that 
the mutants eventually develop HCC/CC liver tumors. However, levels of phospho- 
YAP1 and phospho-LATS1/2 are normal in SAV1 KO livers, suggesting that Sav1 
promotes oval cell expansion and tumorigenesis in this model but acts indepen-
dently of LATS1/2 and YAP1 [ 46 ,  47 ]. 

 Liver-specifi c deletion of NF2 in mice also results in hepatocyte and cholangio-
cyte proliferation, leading to HCC/CC [ 42 ,  48 ,  49 ]. In one study, YAP1 and LATS1/2 
phosphorylation were reduced in NF2-defi cient liver and nuclear YAP1 was 
increased. Deletion of one copy of YAP1 was suffi cient to reverse tumorigenesis in 
this model, indicating that NF2-mediated tumor suppression is achieved by inacti-
vating YAP1 [ 48 ]. However, another group reported that liver-specifi c deletion of 
NF2 led to dramatic progenitor cell expansion without altering YAP1 localization or 
phosphorylation. EGFR inhibition blocked tumorigenesis triggered by NF2 deletion 
in this model, arguing against a role for YAP1 [ 49 ].  

    Loss of Hippo Signaling in the Pancreas 

 Pancreas-specifi c MST1/2 DKO mice (using PDX1-Cre Tg) exhibit a small pancreas 
in which the exocrine compartment shows increased cell proliferation but also 
extensive disorganization and pancreatitis-like autodigestion [ 50 ]. Pancreatic 
MST1/2 defi ciency also induces postnatal de-differentiation of acinar cells into 
duct-like cells and thus reduces the total number of acinar cells [ 51 ]. However, neither 
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these nor any other pancreas-specifi c Hippo mutants examined to date develop 
tumors. Interestingly, doxycycline-dependent YAP1 activation in the mouse pan-
creas expands its size and increases the number of acinar cells, leading to ductal 
metaplasia [ 44 ]. Thus, the phenotype observed in pancreas-specifi c MST DKO 
mice may be YAP1 independent. 

 In humans, pancreatic ductal adenocarcinoma (PDAC) frequently carries an 
oncogenic Kras mutation. In an inducible KrasG12D-driven mouse PDAC model, 
the mutants can develop malignancies in which KrasG12D and downstream MAPK 
activation are lost, but DNA amplifi cation and/or mRNA overexpression of YAP1 
are acquired [ 52 ,  53 ]. Excessive YAP1 may thus be the major driver of invasive and 
recurrent PDAC.  

    Loss of Hippo Signaling in the Intestine 

 The role of Hippo signaling in the intestine is complex. YAP1 is overexpressed and 
localized in the nucleus in most human colon cancers, but silenced in a subset of 
highly aggressive and undifferentiated human colorectal carcinomas [ 54 ]. In mice, 
reports differ regarding Hippo element functions in intestinal stem cell (ISC) expan-
sion and intestinal regeneration. In one study, loss of YAP1 in intestinal epithelial 
cells (Villin-Cre) had little effect on intestinal development but severely impaired 
DSS-induced intestinal regeneration. In the same study, doxycycline-dependent 
YAP1 activation expanded multipotent undifferentiated dysplastic progenitor cells 
in the intestine in a manner partly dependent on Notch activation [ 44 ]. However, 
another study found that intestinal YAP1 defi ciency (Villin-Cre) resulted in WNT 
hypersensitivity leading to hyperplasia, ISC expansion, and formation of ectopic 
crypts and microadenomas. This report also showed that transgenic YAP1 expres-
sion reduced WNT target gene expression and induced rapid loss of intestinal 
crypts. In this latter case, the authors speculated that cytoplasmic YAP1 can bind to 
DVL and dampen WNT signaling [ 54 ]. The discrepancies between these reports 
require resolution because both increased nuclear YAP1 and decreased cytoplasmic 
YAP1 are associated with an increased risk of colon cancer in humans. 

 Intestine-specifi c Sav1-defi cient mice show accelerated crypt regeneration and 
DSS-induced colonic polyp formation dependent on nuclear YAP1 but independent 
of β-catenin [ 55 ]. In contrast, intestine-specifi c MST1/2-defi cient mice (Villin-Cre) 
display YAP1-dependent activation of Notch and β-catenin, as well as ISC  expansion 
associated with colonic adenoma formation [ 56 ]. Recent work has shown that phos-
phorylation of YAP1(Y407) by the SRC family tyrosine kinase YES1 allows YAP1 
to enter the nucleus and form a complex with the transcription factor TBX5 and 
β-catenin. This complex then promotes the transcription of anti-apoptotic genes 
such as BCL2L1 and BIRC5 [ 33 ]. Thus, a SRC–YAP1–β catenin–TBX5 complex 
may be essential to the transformation and survival of β-catenin-driven cancers.  
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    Loss of Hippo Signaling in the Lung 

 Lung-specifi c MST1/2 DKO mice (TTF1(NKX2.1)-Cre) exhibit perinatal mortality 
due to respiratory failure [ 57 ]. The lungs appear immature, with reduced type I 
pneumocytes and increased immature type II pneumocytes lacking microvilli, 
lamellar bodies, and surfactant protein expression. These features are reminiscent of 
human infant respiratory distress syndrome (IRDS). MST normally phosphorylates 
and stabilizes the transcription factor FOXA2, which regulates alveolar epithelial 
cell maturation and surfactant protein expression. The IRDS phenotype of MST1/2 
DKO mice is independent of YAP1 hyperactivation but dependent on FOXA2 [ 57 ]. 

 Whether MST1/2 defi ciency in the adult mouse lung would trigger lung tumori-
genesis remains unknown. In Sca1 +  murine lung tumor–propagating cells (TPC), 
TAZ is overexpressed by more than twofold and NF2 is downregulated by more 
than 15-fold compared with non-TPC [ 58 ]. Knockdown of YAP1 or TAZ in lung 
cancer cell lines decreases their cellular migration capacity and ability to metasta-
size. Conversely, expression of doxycycline-inducible constitutively active YAP1 in 
 Kras  Tg mice results in lung tumor progression in vivo [ 58 ]. 

 TAZ KO mice display alveolarization defects similar to those seen in human 
emphysema patients [ 59 – 62 ]. However, although TAZ activates TTF1, a transcrip-
tion factor essential for lung formation, TAZ KO lungs show a normal pattern of 
TTF1 target gene expression [ 63 ]. Mutant mice heterozygous for TAZ defi ciency 
are resistant to bleomycin-induced lung fi brosis, suggesting that TAZ regulates 
fi brotic responses in this tissue [ 61 ]. 

 Humans exposed to asbestos often develop malignant mesothelioma (MM). 
Mutation of NF2 occurs in 50 % of human MM and YAP1 activation is frequent 
[ 64 ]. However, no statistically signifi cant MM development has been reported to 
date in mice bearing mutations of Hippo elements.  

    Loss of Hippo Signaling in the Skin 

 YAP1 plays a key role in murine skin morphogenesis. Normal basal epidermal pro-
genitors with nuclear YAP1 localization are driven to proliferate, whereas those 
with cytoplasmic YAP1 localization differentiate into hair follicles. YAP1 overex-
pression in mouse skin causes expansion of epidermal stem cells and progenitors, 
resulting in epidermal thickening, hyperkeratosis, hair follicle evagination, and the 
development of squamous cell-like carcinomas in skin grafts [ 65 ,  66 ]. Conversely, 
YAP1 defi ciency in mouse epidermis, or disruption of YAP1–TEAD interaction, 
leads to epidermal hypoplasia and decreased keratinocyte proliferation due to loss 
of epidermal stem/progenitor cells. 

 At least one wild-type (WT) MOB1A or MOB1B allele is essential for murine 
embryogenesis, and any loss of this remaining allele results in trichilemmal carcinomas 
of the skin [ 67 ]. YAP1 activation and MOB1A/1B inactivation are also frequently 
observed in human trichilemmal carcinomas. Newborn MOB1A/1B DKO mice 
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show hyperplastic keratinocyte progenitors and defective keratinocyte terminal 
differentiation, and rapidly die of malnutrition. MOB1A/1B-defi cient keratinocytes 
exhibit hyperproliferation, apoptotic resistance, impaired contact inhibition, 
enhanced progenitor self-renewal, and increased centrosomes. LATS1/2 and YAP1 
activities are altered in these cells [ 67 ]. 

 SAV1-defi cient mice exhibit a thick epidermal skin layer and succumb to early 
embryonic lethality [ 68 ]. SAV1-defi cient primary keratinocytes show hyperprolif-
eration, progenitor expansion, decreased apoptosis, and inhibition of terminal 
differentiation. 

 Surprisingly, keratinocyte-specifi c MST1/2 DKO mice are healthy and show 
normal YAP1 phosphorylation and activation. YAP1 is therefore likely phosphory-
lated by an alternative mechanism in keratinocytes [ 22 ], perhaps by NDR1/2 kinases 
or GPCR signaling [ 8 ]. 

 As noted above, cell adhesion and junction complex proteins can also regulate 
YAP1. Keratinocyte-specifi c loss of α-catenin results in keratinocyte hyperplasia 
and squamous cell carcinomagenesis similar to that observed in YAP1 transgenic 
mice [ 22 ]. In normal keratinocytes, α-catenin interacts directly with YAP1 and 
restricts it to the cytoplasm [ 39 ]. YAP1 localization in the skin is also infl uenced by 
β-catenin, PTPN14, AMOT, and ZO-2 [ 69 ,  70 ].  

    Loss of Hippo Signaling in T Lymphocytes 

 In humans, inactivating MST1 mutations occur in families with T cell immunodefi -
ciency or autoimmune disorders [ 71 ,  72 ]. In MST1 KO mice, naïve T cells show 
impaired CCL19/21-induced LFA-1 clustering and reduced cell migration [ 73 – 75 ]. 
In addition, MST1-defi cient T cells exhibit defective FOXO1–IL-7R–BCL2 signaling, 
FAS upregulation, and a FOXO1/3-dependent decrease in SOD2 and catalase. As a 
result, these mutant T cells possess increased ROS and undergo apoptosis [ 76 ], a 
mechanism that may also underlie the observed immunodefi ciency in humans with 
MST1 mutations. MOB1 phosphorylation is decreased in MST1 KO T cells but 
LATS1/2 and YAP1 phosphorylation are essentially normal, suggesting that LATS1/2 
and YAP1 are not downstream effectors of MST1 and MOB1 in naïve T cells. 

 Despite their T cell defi ciency, aged MST1 KO mice develop autoimmune disease 
because MST1 normally enhances FOXP3 expression and thus sustains regulatory 
T cell development through stabilizing FOXO1/3 [ 75 ]. These mutants are also 
susceptible to chemical induction of T-ALL and undergo accelerated spontaneous 
lymphomagenesis in a p53-defi cient background [ 77 ]. 

 The chemokines CCL19/21 normally induce the binding of DOCK8 to phos-
phorylated MOB1, promoting actin polarization and thymocyte migration from the 
wild-type thymus. MST1/2 DKO thymocytes show a loss of DOCK8 binding to 
MOB1 [ 78 ]. As a result, T cell–specifi c MST1/2 DKO thymocytes develop nor-
mally but undergo apoptosis before they can exit the thymus, leading to an absence 
of mature T cells in the circulation and lymphoid tissues [ 78 ].  
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    Loss of Hippo Signaling in Salivary Glands 

 TAZ phosphorylation increases during salivary submandibular gland (SMG) devel-
opment in mice [ 79 ]. In human Sjogren’s syndrome (SS) patients, TAZ is localized 
in the nucleus rather than in the junctional regions of the SMGs, causing an abnormal 
accumulation of TAZ downstream targets such as extracellular matrix components, 
fi bronectin, and CTGF [ 79 ]. LATS2 defi ciency also results in defective SMG 
morphogenesis and a reduction in junction-localized TAZ in mice. Lastly, 5 % of 
MOB1 partially defi cient mice develop salivary gland adenomas and carcinomas [ 67 ].  

    Loss of Hippo Signaling in Neurons 

 In humans, mutations of DCHS1 or FAT4 cause Van Maldergem syndrome, which 
is characterized by a periventricular neuronal heterotopia (the mislocalization of 
cortical neuron progenitors) accompanied by auditory and renal defi cits as well as 
craniofacial, skeletal, and limb malformations [ 80 ]. In mice, reduction of DCHS1 or 
FAT4 in embryonic neuroepithelium increases neuronal progenitors but reduces 
their differentiation. These cells are then mislocalized in the neocortex in a YAP1- 
dependent manner [ 80 ], producing a phenotype similar to human Van Maldergem 
syndrome. 

 Inactivating mutations of NF2 in humans are associated with sporadic schwan-
nomas, meningiomas, and ependymomas [ 81 ]. Heterozygous NF2 mutant mice do 
not develop neuronal tumors, but homozygous loss of NF2 specifi cally in Schwann 
cells results in their hyperplasia and eventually schwannomas [ 81 ]. Additional loss 
of one p53 allele results in the appearance of malignant peripheral nerve sheath 
tumors [ 82 ]. Complete loss of NF2 in mice is embryonic lethal. Telencephalon- 
specifi c NF2 KO embryos show neural progenitor expansion associated with 
increased nuclear YAP1/TAZ [ 83 ]. YAP1 or TEAD overexpression promotes cell 
cycle progression and inhibits neuronal differentiation by inducing the expression 
of downstream targets such as cyclin D1 and Pax3 [ 84 ,  85 ]. 

 In normal brain, YAP1 is a downstream effector of the SHH pathway and 
increases neural stem cell proliferation [ 86 ,  87 ]. YAP1 and SHH signaling engage in 
crosstalk, since GLI2, which participates in SHH signaling, also acts downstream of 
YAP1 to control neuronal differentiation [ 88 ]. YAP1 is often upregulated in both human 
and mouse SHH-dependent or  PATCHED1 -mutated medulloblastomas [ 86 ,  87 ].  

    Loss of Hippo Signaling in Bone 

 Several Hippo elements have been implicated in controlling tumor suppression in 
bone. Many human osteosarcoma patients show high levels of nuclear YAP1 in 
their tumor cells [ 89 ], and aged mice bearing heterozygous mutations of NF2 
develop osteosarcomas [ 90 ]. Some SAV1 heterozygous mouse mutants also develop 
osteosarcomas [ 68 ], as do some MOB1A/1B partially defi cient mice [ 67 ].  

M. Nishio et al.



89

    Concluding Remarks 

 This chapter has summarized evidence showing that heterozygous inactivation of 
Hippo components leads to tumorigenesis in a wide range of tissues. For more detail 
on the in vivo functions of the Hippo pathway, please refer to several excellent 
recent reviews [ 36 ,  91 ,  92 ]. In general, loss of Hippo signaling or abnormal activa-
tion of YAP1/TAZ leads to impaired cell contact inhibition and eventually malig-
nant transformation. Hippo components also control the differentiation/
de-differentiation of many stem/progenitor cells. Thus, proper Hippo signaling not 
only protects against tumor formation but also regulates a vast array of physiologi-
cal and pathological phenomena. 

 The studies we have cited demonstrate a strong correlation between fi ndings in 
human diseases and the phenotypes of Hippo mutant mouse strains. These animals 
may therefore be of great value for studying the mechanisms underlying various 
pathological conditions and for determining the effi cacy of new therapeutic strate-
gies. Manipulation of Hippo signaling could spur stem cell expansion for regenera-
tive medicine or halt tumor progression to benefi t cancer patients. As noted above, 
porphyrin derivatives [ 42 ], GPCR agonists and antagonists [ 8 ], and Src family 
antagonists [ 33 ] have already been proposed as candidate Hippo regulators for can-
cer therapy. Future work will no doubt uncover other Hippo-based approaches 
worth exploring for their anticancer potential.     
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      Inhibitory Immunoreceptors on Mast Cells 
in Allergy and Infl ammation                     

       Akira     Shibuya     ,     Chigusa     Nakahashi-Oda    , and     Satoko     Tahara-Hanaoka   

    Abstract     Activation of immune cells is regulated by positive and negative signals 
triggered by activating and inhibitory cell surface immunoreceptors, respectively. 
Inhibitory receptors are characterized by the immunoreceptor tyrosine-based 
inhibition motif (ITIM) in their cytoplasmic domains and play an important role in 
immune regulation by both lymphoid and myeloid cells. Mast cells express the 
high-affi nity receptor for IgE (FcεRI) and toll-like receptors (TLR) on the cell surface, 
and play a central role in allergic and non-allergic infl ammations. We identifi ed 
novel inhibitory immunoglobulin-like receptors, Allergin-1 and CD300a, which are 
expressed on mast cells. Allergin-1 inhibits mast cell degranulation via suppression 
of FcεRI-mediated signaling. Allergin-1-defi cient mice showed signifi cantly exac-
erbated IgE-associated type 1 immediate hypersensitivity reactions. On the other 
hand, CD300a recognizes phosphatidylserine exposed on the plasma membrane of 
apoptotic cells and inhibits production of chemoattractants from mast cells in 
response to LPS stimulation. CD300a-defi cient mice showed signifi cantly prolonged 
survival after cecum ligation and puncture (CLP). Together, our results  suggest that 
Allergin-1 and CD300a may be candidates as molecular targets for the treatment of 
mast cell-dependent infl ammatory diseases.  
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        Introduction 

 Activation of immune cells is regulated by positive and negative signals triggered 
by activating and inhibitory cell surface immunoreceptors, respectively. These [ 1 ] 
immunoreceptors play important roles in regulation of immune responses [ 2 ,  3 ]. 
Inhibitory receptors are characterized by the immunoreceptor tyrosine-based 
inhibition motif (ITIM) in their cytoplasmic domains. The prototype 6–amino acid 
sequence for ITIM is (I/V/L/S)-x-Y-x-x-(L/V) (x denotes any amino acid), whose 
tyrosine is phosphorylated upon ligand binding, providing a docking site for the 
recruitment of Src homology 2 (SH2)-containing cytoplasmic phosphatases [ 4 ,  5 ] 
and shutting down activation signals by dephosphorylating intracellular substrates 
at the earliest steps of the activation response. The ITIM-bearing cell surface immu-
noreceptors, including certain NK receptors, Fc receptors (FcγRIIb), and others, 
play a central role in mediating negative signals in both lymphoid and myeloid 
cells [ 6 ]. 

 Mast cells express the high-affi nity receptor for IgE (FcεRI) on the cell surface, 
and play a central role in IgE-associated allergic responses [ 7 ,  8 ]. Crosslinking of 
FcεRI-bound IgE with multivalent antigen initiates the activation of mast cells by 
promoting the aggregation of FcεRI. This process results in the degranulation of 
mast cells, with the concomitant secretion of chemical mediators, such as histamine, 
tryptase, carboxypeptidase A, and proteoglycans, which are stored in the cytoplasmic 
granules, the de novo synthesis of pro-infl ammatory lipid mediators, such as pros-
taglandins and leukotrienes, and platelet-activating factor (PAF) in the early phase 
(5–30 min after exposure to antigen), and the synthesis and secretion of cytokines 
and chemokines in the late phase (2–6 h after exposure to antigen) [ 9 ]. 

 FcεRI-mediated mast cell activation is modulated by several cell surface inhibi-
tory receptors [ 10 ], including FcγRIIB [ 4 ], paired Ig-like receptor (PIR)-B [ 11 ,  12 ], 
gp49B1 [ 13 ], mast-cell function-associated antigen (MAFA) [ 14 ,  15 ], and signal 
regulatory protein (SIRP)-α [ 16 ]. The cytoplasmic portion of these inhibitory recep-
tors commonly contains the ITIM. When these inhibitory receptors are co-ligated 
with FcεRI, the tyrosine residue in the ITIM is phosphorylated and recruits  src  
homology 2 (SH2) domain–containing protein tyrosine phosphatase (SHP)-1, SHP- 2, 
and/or SH2 domain–containing inositol 5-phosphatase (SHIP), thereby blocking 
the early step in the activation signal mediated by FcεRI. The regulatory mecha-
nisms of FcεRI-mediated mast cell activation have not been completely elucidated, 
and a molecular target that controls allergic and infl ammatory responses has not 
been identifi ed. 

 We identifi ed Allergin-1 and CD300a, which are novel inhibitory immunoglobulin- 
like receptors expressed on mast cells. In this chapter, we describe the molecular 
and functional characteristics of these receptors and discuss the possibility of these 
molecules as molecular targets for the therapy of allergy and infl ammation.  
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    Allergin-1 

    Identifi cation of Allergin-1 

 By using the signal sequence trap method [ 17 ], we identifi ed a cDNA ( MILR1 ) 
encoding an Ig-like receptor, designated Allergin-1, which consists of a 19–amino 
acid (aa) leader sequence, a 208-aa extracellular region composed of two Ig-like 
domains, a 21-aa transmembrane domain, and a 95-aa cytoplasmic domain (Fig.  1 ) 
[ 18 ]. We also identifi ed two cDNAs encoding Allergin-1 isoforms, which lacked the 
fi rst or second Ig-like domain in the extracellular portion and were designated 
Allergin-1 short form 1 (Allergin-1S1) and Allergin-1 short form 2 (Allergin-1S2), 
respectively (Fig.  1 ). The extracellular portions of mouse Allergin-1 and human 
Allergin-1L, and those of human Allergin-1S1 and Allergin-1S2, contained six and 
three potential N-linked glycosylation sites, respectively. Genomic DNA database 
analyses demonstrated that  MILR1  consists of ten exons. The genes encoding 
Allergin-1 ( MILR1 and milr1)  are located on chromosome 17q23.3 in humans and 
chromosome 11E1 in mice, near  CD300  (or  Cd300 ) family genes that encode 

Allergin-1

S150%
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L

ITIM-like

ITIM-like
ITIM
ITIM ITIM

ITIM
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Mast Cell 
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  Fig. 1    Schematic diagram of mouse and human Allergin-1 and CD300a proteins. The transmem-
brane domain (TM) and the potential N-linked glycosylation sites are indicated. The amino 
acid (aa)  sequence of the fi rst Ig-like domain ( blue ) in human Allergin-1-L is 50 % identical to the 
Ig-like domain in mouse Allergin-1. The aa sequences of the fi rst ( blue ) and second ( red lined ) 
Ig-like domain in human Allergin-1-L are identical to those of Allergin-1-S1 and Allergin-1-S2. 
The amino acid sequence of the Ig-like domain in human CD300a is 57 % identical to the Ig-like 
domain in mouse CD300a. DC (dendritc cell), MΦ (macrophage), Gr (neutrophil)       
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Ig-like receptors mediating positive or negative signals in myeloid cells [ 19 ,  20 ]. 
 MILR1 and milr1  were also close to the gene, which encodes PECAM-1 (CD31 or 
Cd31), an ITIM-bearing Ig-like receptor expressed on myeloid cells and platelets.

       Expression of Allergin-1 

 Flow cytometry analyses of spleen cells demonstrated that Allergin-1 is expressed 
on dendritic cells, macrophages and neutrophils, but not on T, B, or natural killer 
(NK) cells in mice. However, Allergin-1 was most strongly expressed on mast cells 
in the peritoneal cavity. In contrast, Allergin-1 was not detected on basophils in the 
bone marrow. In agreement with mouse Allergin-1, human Allergin-1L and/or 
Allergin-1S1 were also expressed in myeloid cell lineages, including monocytes, 
neutrophils, and dendritic cells, in the peripheral blood. It was noted that, unlike 
mouse Allergin-1, human Allergin-1L and/or Allergin-1S1 were considerably 
expressed on peripheral blood basophiles [ 18 ]. 

 Anti-human Allergin-1 monoclonal antibodies (mAbs) EX32 and EX33 recog-
nize an epitope of the fi rst and the second Ig-like domain of Allergin-1L, respec-
tively. By using these mAbs simultaneously together with mAbs against the lineage 
markers (CD3, CD19, CD56, CD11b, and CD11c), c-Kit and FcεRIα, we developed 
a multi-color fl ow cytometric method to characterize the human primary mast cells 
in the bronchial alveolar lavage fl uid (BALF). Mast cells were defi ned as 
PI − CD45 + Lin − c-Kit + FcεRIα + cells, which comprised 0.153 % ± 0.041 % ( n  = 28) of 
the total cell population in BALF. We found diverse expression profi les of Allergin-1 
isoform on BAL mast cells among donors; however, Allergin-1S1 was dominantly 
expressed on BAL-MC, compared with Allergin-1L1 or Allergin-1S2 (Fig.  2 ) [ 21 ].

       Function of Allergin-1 

    In Vitro Analyses of Allergin-1 

 Allergin-1 contains immunoreceptor tyrosine-based inhibitory motif (ITIM)-like 
sequences in the cytoplasmic portion, suggesting that Allergin-1 is tyrosine phos-
phorylated and recruits the SH2-containing phosphatases, such as SHP-1, SHP-2, or 
SHIP. Because Allergin-1 is strongly expressed on mast cells, we examined whether 
mouse Allergin-1 mediates an inhibitory signal against FcεRI-mediated degranulation, 
by using a rat basophil leukemia cell line, RBL-2H3. Co-ligation of Allergin-1 with 
FcεRI signifi cantly decreased degranulation, as determined by β-hexosaminidase 
release from the transfectants, when compared with FcεRI stimulation alone, suggesting 
that mouse Allergin-1 inhibits IgE-mediated degranulation of mast cells (Fig.  3 ).

   Because an insuffi cient number of human primary mast cells can be obtained 
to conduct the ELISA assay for chemical mediators such as histamine 
or β-hexosaminidase released from mast cells of BALF samples, we performed an 
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activation assay by utilizing a multicolor fl ow cytometry to detect cell surface 
CD107a as a marker of mast cell degranulation. We detected mast cells derived 
from the culture of cord blood and peripheral blood stem cells that turned out to be 
positive for CD107a expression on the cell surface when the mast cells were stimu-
lated with anti-TNP IgE followed by TNP-conjugated control mAb. However, 
CD107a +  cells were signifi cantly decreased when FcεRIα was colligated with 
Allergin-1 with anti-TNP IgE and TNP-conjugated anti-Allergin-1 mAb [ 21 ]. We 
then examined the inhibitory function of Allergin-1 on mast cells in BALF. BALF 
cells were also stimulated and then stained with anti-CD107a and mAbs for 
the identifi cation of BAL mast cells, as described above, and analyzed by using 
multi- color fl ow cytometry. We detected a subpopulation of BAL mast cells that was 
positive for CD107a when the BALF cells were stimulated with anti-TNP IgE 
followed by TNP-conjugated control mAb. However, the population of CD107a +  
mast cells was signifi cantly decreased when BAL mast cells were stimulated via 
anti-TNP IgE and TNP-conjugated anti-Allergin-1 mAb [ 21 ]. Since BAL mast cells 
also preferentially express Allergin-1S1 rather than Allergin-1L or Allergin-1S2, 
these results indicated that Allergin-1S1 inhibits the IgE-mediated activation of 
BAL mast cells.  

24

72

0

EX32 (S1, L) 

EX
29

(S
2,

 L
) 

FCS

SS
C

PI CD45

C
-K

it

Fc RILi
ne

ag
e

Fc RI

* P < 0.001 (%) 

Pe
rc

en
ta

ge
 o

f i
so

fo
rm

s 

  Fig. 2    Expression of Allergin-1 isoforms on human mast cells in bronchial alveolar lavage fl uid 
(BALF). Cells obtained from the BALF of patients with pulmonary diseases ( n  = 14) were stained 
with PI, anti-CD45, lineage mAb cocktail containing anti-CD3, anti-CD19, anti-CD56, anti- 
CD11b, and anti-CD11c mAbs, anti-FcεRIα, and anti-c-Kit mAbs together with isotype control, 
and EX32 and/or EX29 mAb, and the BAL-MC were analyzed by using fl ow cytometry. 
Representative results are shown in the  upper panel . “Combinations” indicates mast cells in the 
 upper right quadrant  that express either L + S1, L + S2, L + S1 + S2, or S1 + S2       
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    In Vivo Analyses of Allergin-1 

 Since Allergin-1 inhibited FcεRI-mediated degranulation of mast cells in vitro, we 
next examined whether Allergin-1 was involved in passive systemic and cutaneous 
anaphylaxises (PSA), an IgE-mediated type 1 immediate hypersensitivity reaction. 
WT and Allergin-1-defi cient mice were passively sensitized with anti-TNP IgE 
mAb and then intravenously injected with ovalbumin (OVA) or TNP-conjugated OVA 
(TNP-OVA). WT mice challenged with TNP-OVA showed a progressive decrease in 
rectal temperature to 4 °C below the basal temperature by 18 min after injection 
(Fig.  4 ). Allergin-1-defi cient mice challenged with TNP-OVA showed signifi cantly 
lower rectal temperatures than the corresponding WT mice (Fig.  4 ) [ 18 ].

   WT and Allergin-1-defi cient mice were also passively sensitized by intravenous 
injection of anti-dinitrophenol (DNP) IgE mAb and then challenged with epicutane-
ous application of dinitrofl uorobenzene (DNFB) in acetone/olive oil in the left ear 
and acetone/olive oil alone in the right ear. The ear swelling in Allergin-1-defi cient 
mice was signifi cantly greater than the ear swelling in WT mice during the entire 50 h 
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  Fig. 3    Schematic model of Allergin-1 and CD300a-mediated inhibition of FcεRI signaling in 
mast cells. Allergin-1 and CD300a recruit tyrosine phosphatases such as SHP-1 and SHP-2 to the 
ITIM in the cytoplasmic region. The activated tyrosine phosphatases then dephosphorylate tyro-
sine phosphorylated FcεRIγ-mediated signaling molecules and shut down FcεRI-mediated mast 
cell activation       
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observation period after the antigen challenge [ 18 ]. Taken together, these results 
suggest that Allergin-1 negatively regulates IgE-mediated mast cell activation 
in vivo and suppresses the type 1 immediate hypersensitivity reactions.    

    CD300a 

    Identifi cation and Expression of CD300a 

 To identify novel genes involved in immune responses by myeloid cells, we per-
formed representative differential analysis (RDA), which is a PCR-based subtrac-
tive hybridization, using day 14 fetal livers from PU.1 −/−  mice lacking myeloid cells 
and control littermates, followed by screening of a macrophage cDNA library. We 
cloned a cDNA encoding a type-1 transmembrane protein with one Ig-like domain 
in the extracellular portion, indicating that the protein, designated myeloid- 
associated immunoglobulin-like receptor (MAIR)-I (CD300a), is a member of the 
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  Fig. 4    Enhanced systemic anaphylaxis in Allergin-1-defi cient mice. ( a )  Allergin-1  +/+  mice (WT) 
and  Allergin-1  −/−  (KO) mice were intravenously injected with 20 μg of anti-TNP mouse IgE 
mAb. ( b )  After 24 h, mice were challenged with 1 mg of OVA or TNP 6 -conjugated OVA, and 
rectal temperatures were measured every 6 min. The data are the mean ± SEM ( n  = 3). * P  < 0.05, 
** P  < 0.01, *** P  < 0.005 for the comparison of WT versus KO mice challenged with TNP-OVA       
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Ig superfamily (Fig.  1 ). The cytoplasmic region contains the consensus sequence 
for ITIMs, and the ITIM-like sequences. The CD300a gene is located in the proximal 
region of the E2 band of mouse chromosome 11 and consists of six exons, as 
determined by fl uorescence in situ hybridization (FISH) and a genomic DNA 
sequence database. Biochemical analyses demonstrated that the molecular weight 
of CD300a is ~50 KDa protein when analyzed under both reducing and non-reducing 
conditions [ 22 ]. 

 CD300a is expressed on the majority of myeloid cells, including macrophages, 
dendritic cells, granulocytes, and bone-marrow-derived cultured mast cells, and a 
subset of B cells, but neither on T nor on NK cells.  

    Identifi cation of a Ligand for CD300a 

 To identify the ligand for CD300a, we generated a chimeric fusion protein of the 
extracellular portion of CD300a with the Fc portion of human IgG (CD300a-Fc) 
(Fig.  5a ). Although the CD300a-Fc did not stain any viable cells tested, we found that 
CD300a-Fc bound apoptotic cells (Fig.  5b ). A neutralizing monoclonal antibody (mAb) 
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  Fig. 5    CD300a-Fc binds phosphatidylserine on apoptotic cells. ( a ,  b ) Dexamethasone-treated 
mouse thymocytes were stained with APC-conjugated annexin V and mouse CD300a-Fc followed 
by an FITC-conjugated antibody against human IgG and PI in the presence of CaCl 2  and analyzed 
by fl ow cytometry. ( c ) Microtiter plates coated with PS were incubated with increasing concentra-
tions of CD300a-Fc, control protein-Fc, or human IgG, and PS binding was analysed by ELISA. 
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against mouse CD300a (TX41) specifi cally inhibited the CD300a-Fc binding to 
apoptotic cells. Solid-phase ELISA confi rmed that CD300a directly bound PS in a 
CD300a dose-dependent manner (Fig.  5c ). These results suggested that CD300a is 
a PS receptor [ 23 ].

       Function of CD300a 

    In Vitro Analyses of CD300a 

 Several receptors for PS are expressed on phagocytes and are involved in clearing 
apoptotic cells in physiological and pathological settings [ 24 – 29 ]. However, we 
found that CD300a does not mediate phagocytosis of apoptotic cells by macro-
phages [ 23 ]. 

 CD300a was tyrosine phosphorylated and co-immunoprecipitated with SHP-1, 
SHP-2, and SHIP after stimulation with pervanadate in the RBL-2H3 transfectant 
upon stimulation with pervanadate. We demonstrated that cross-linking CD300a 
and FcεRI with anti-CD300a mAb and IgE antibody, followed by co-ligation with a 
common secondary antibody, induced inhibition of IgE-mediated degranulation 
from RBL-2H3 transfectant expressing CD300a and BM-derived cultured mast 
cells [ 30 ]. 

 To address whether apoptotic cells affect mast cell activation via CD300a, we 
generated bone marrow (BM)-derived mast cells (BMMCs) from CD300a-defi cient 
or WT mice. WT or CD300a-defi cient BMMCs were cocultured with apoptotic 
cells in the presence of LPS. Although we did not detect any cytokines or chemo-
kines in the culture supernatants in the absence of stimuli, stimulation with LPS 
induced both WT and CD300a-defi cient BMMCs to produce TNF-α, IL-13, and 
MCP-1; however, CD300a-defi cient BMMCs produced them at signifi cantly higher 
concentrations, suggesting that CD300a-PS interaction inhibits these cytokines and 
chemokines production from BMMCs [ 23 ].  

    In Vivo Analyses of CD300a 

 TNF-α, IL-13, and MCP-1 produced by mast cells are chemoattractants for neutro-
phils and play an important role in bacterial clearance in a CLP peritonitis model in 
mice [ 31 – 34 ]. Therefore, we hypothesized that CD300a affects immune regulation 
by mast cells at the site of peritonitis, where large numbers of cells undergo apopto-
sis in the peritoneal cavity [ 35 ]. In fact, we observed that more than 10 % of cells in 
the peritoneal cavity 4 h after CLP were apoptotic cells, as determined by staining 
with annexin V. To test the hypothesis, we subjected WT and CD300a-defi cient 
mice to CLP and observed that  Cd300 a −/−  mice survived signifi cantly longer than 
did WT mice after CLP [ 23 ]. 
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 In the early phase of CLP peritonitis model, mast cells play an important role in 
recruitment of neutrophils into the peritoneal cavity by secretion of chemoattractants 
for neutrophils such as TNF-α and prolong the survival [ 32 ,  36 ]. We demonstrated 
that CD300a-defi cient BMMCs produced a greater amount of chemoattractants for 
neutrophils than did WT BMMCs in the peritoneal cavity after CLP by transfer 
experiments into  Kit   W−sh / W−sh   mice, which are defi cient in mast cells, before CLP [ 23 ]. 
Our results suggested that CD300a on mast cells was primarily responsible for the 
phenotype of prolonged survival of CD300a-defi cient mice after CLP (Fig.  6 ).

       Blockade of CD300a-PS Interaction Prolonged Survival of Mice After CLP 

 Because CD300a-defi cient mice survived longer after CLP, we examined whether 
an antibody against mouse CD300a (TX41) could have a prophylactic effect on 
CLP-induced sepsis. TX41 does not deplete myeloid cells, including mast cells. 
Intraperitoneal injection of mice with TX41 1 h before and 18 h after CLP signifi -
cantly increased neutrophil numbers in the peritoneal cavity, improved bacterial 
clearance 4 h after CLP [ 23 ], and prolonged survival compared with treatment with 
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  Fig. 6    CD300a inhibits the TLR4-mediated signal for production of chemoattractants for neutro-
phils. Upon binding to phosphatidylserine (PS) on apoptotic cells, CD300a mediates an inhibitory 
signal, resulting in the suppression of the TLR4-mediated signal for production of chemoattrac-
tants, including TNF-α, IL-13, and MCP-1, for neutrophils, which are involved in phagocytosis of 
Gram-negative bacteria       
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a control antibody (Fig.  7 ). Similarly, intraperitoneal injection with mutated milk fat 
globule EGF factor 8 at residue 89 (D89E MFG-E8), which is able to block the 
interaction between PS and CD300a, also prolonged survival of WT mice compared 
with treatment with PBS. Moreover, D89E MFG-E8 improved bacterial clearance 
of WT mice [ 23 ]. These results provided the formal evidence that PS on apoptotic 
cells affected the bacterial clearance. Thus, blocking the interaction between PS 
and its receptor CD300a is potentially a useful therapy for prophylaxis against 
 peritonitis- induced sepsis.

         Conclusion 

 Mast cells express pathogen-associated molecular patterns (PAMPs) as well as 
FcεRI, which mediate activation signal in mast cells, resulting in various chemo-
kines’ and cytokines’ secretion and degranulation from mast cells. Thereby, they are 
involved in a variety of allergic and non-allergic infl ammatory diseases. Here, we 
have described molecular and functional characteristic of Allergin-1 and CD300a, 
which are expressed on mast cells and inhibit activating signals mediated by FcεRI 
and TLR-4 in vitro and in vivo. Thus, these inhibitory immunoreceptors play an 
important role in regulation of mast cell-dependent infl ammatory responses. In fact, 
we showed that anti-CD300a neutralizing antibody prolonged survival in a sepsis 
mouse model. Further studies on regulation of mast cell activation by using these 
inhibitory immunoreceptor as targets for the therapy for allergy and infl ammation 
might be promising.     
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      Doxycycline-Inducible Autoimmune Blistering 
Skin Disease Model 

                           Wataru     Nishie      and     Hiroshi     Shimizu     
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  Department of Dermatology ,  Hokkaido University Graduate School of Medicine , 
  N15W7, Kita-ku ,  Sapporo   003-0835 ,  Japan   
 e-mail: shimziu@med.hokudai.ac.jp  

    Abstract     Bullous pemphigoid (BP) is the most common autoimmune blistering 
disorder. BP autoantibodies target two hemidesmosomal components, collagen 
XVII (COL17) and BP230, with autoimmunity to COL17 being mainly involved in 
the development of the disease. BP most commonly affects the elderly, and systemic 
corticosteroids are widely used to treat blisters on the entire body. Therefore, severe 
cases are sometimes fatal. Toward developing innovative, disease-specifi c therapies 
with fewer adverse effects, faithful disease models are essential. However, it has 
been challenging to reproduce BP in animals, because of inter-species differences in 
the amino acid sequences of pathological epitopes on human and mouse COL17. 
Human IgG autoantibodies from BP patients are unable to bind with mouse COL17; 
thus, the passive transfer of BP-IgG into mice fails to induce blistering disease. To 
overcome inter-species differences, we have generated genetically modifi ed mice 
that express human but not mouse COL17 in skin. We call these “COL17-humanized 
mice”. Using these mice, we have produced different BP models to elucidate the BP 
pathomechanism and to produce novel BP therapies. Currently, another novel model 
is under development. Here, we introduce the BP models that we have developed by 
using a novel technique called “humanization of autoantigen”.  

  Keywords     Autoimmunity   •   Collagen XVII   •   BP180   •   Blistering disease   •   Skin   • 
  Humanized mouse  
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        Bullous Pemphigoid (BP), The Most Common Autoimmune 
Blistering Disease 

    Clinical Features of BP 

 Bullous pemphigoid (BP) is the most common autoimmune blistering skin disorder, 
and the elderly are the most prone to it [ 1 ,  2 ]. In typical cases of BP, urticarial erythe-
mas with tense blisters on the trunk and extremities associated with pruritus are 
observed (Fig.  1a ). BP usually develops around the seventh to eighth decades of life in 
both sexes. Individuals younger than age 50 rarely develop BP. Previous retrospective 
studies in European countries have shown a prevalence of around 6.6:1,000,000 per 
year, but recent analyses have shown an increased prevalence of 21.7 ~ 66:1,000,000 
[ 3 ].    This increase is probably due to population aging and to development of diagnostic 
tools such as ELISA assays that can easily detect circulating autoantibodies (autoAbs).

       Pathogenesis of BP 

 Direct immunofl uorescence (IF) studies of the perilesional skin shows linear in vivo 
deposition of IgG and C3 at the dermal–epidermal junction (DEJ) (Fig.  1b ), and cir-
culating IgG autoAbs binding the DEJ of the skin can be found in sera from BP 

  Fig. 1    Clinical and immunopathological manifestations of BP. ( a ) Urticarial erythema with tense 
blisters. ( b ) DIF studies of the lesional skin show linear in vivo deposition of IgG ( arrowheads ) 
and C3 ( arrows ) at the DEJ. ( c ) COL17 and hemidesmosomal molecules at the DEJ (partially 
modifi ed from Nishie et al. [ 4 ])       
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patients by indirect IF. The autoAbs in BP patients target two hemidesmosomal 
 components: transmembrane collagen XVII (COL17, also called BP180 or BPAG2) 
and the plakin family protein BP230 (BPAG1) (Fig.  1c ). Of these, COL17 is thought 
to be the major autoantigen (autoAg) [ 4 ]. The IgG autoAbs against the COL17 in the 
DEJ of the skin are considered to trigger the infl ammatory process, resulting in the 
disruption of dermal–epidermal anchoring [ 2 ,  3 ]. It remains uncertain as to whether 
anti-BP230 autoantibodies in BP patients are pathogenic for blister formation or whether 
they are just by-products of epitope-spreading associated with disease extension.  

    COL17 as a Main AutoAg for BP 

 COL17 is a type-II-oriented 1,497-amino-acid transmembrane collagen whose amino 
(N) terminus is in the cytoplasm and whose carboxyl (C) terminus is in the extracel-
lular matrix (ECM) [ 5 ,  6 ]. As described in Fig.  1c , the extracellular domain of COL17 
interacts with laminin 332 and collagen IV in the ECM, and the farthest part of the 
C-terminal region of COL17 has a fl exible tail in vivo [ 7 ]. The extracellular domain 
of COL17 is constitutively cleaved (shed) from the cell surface by ADAM 9/10/17 [ 8 , 
 9 ], a phenomenon that occurs within a juxtamembranous extracellular non-collage-
nous NC16A domain of 77 amino acids. Interestingly, the majority of IgG autoAbs 
from BP patients react with this NC16A domain, and epitopes cluster tightly in the 
N-terminal 45-amino-acid stretch of this region (Fig.  2a ) [ 10 ,  11 ]. These fi ndings 
indicate that autoAbs to the NC16A domain are pathogenic for blister formation in 
BP. However, human IgG autoantibodies from BP patients are unable to bind with 
mouse COL17; thus, the passive transfer of BP-IgG into mice fails to induce blister-
ing disease [ 12 ]. This is attributed to the signifi cant differences between human 
COL17 and mouse COL17 in amino acid sequences of the NC16A domain (Fig.  2a ).

        BP Models Produced by “Humanization of Autoantigen” 

    Generation of COL17-Humanized Mice 

 The pathological relevance of Abs to COL17 has been studied by neonatal mouse 
models that have been produced by injecting rabbit Abs targeting the NC14A domain 
of mouse COL17 (corresponding to NC16A domain of human COL17). When rab-
bit Abs targeting mouse COL17 were passively transferred into wild-type neonatal 
mice, the rabbit Abs bound with the DEJ of the mice skin, after which complement 
activation, mast cell degradation, neutrophil recruitment and, fi nally, epidermal 
detachment by mild friction occurred [ 12 ]. Using the experimental BP model mice 
induced by rabbit IgG against mouse COL17, complement activation followed by 
mast cell degradation and neutrophil infi ltration have been suggested to be involved 
in the blister formation [ 13 – 15 ]. However, the pathogenic relevance of human 
autoAbs to COL17 in BP patients has never been proved. In 2007, our group 
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succeeded in confi rming the pathogenicity of BP autoAbs by using the unique tech-
nique of “humanization of autoantigen” [ 4 ]. First, we generated murine  COL17 - 
knockout  (m Col17   −/−  ) mice that developed blisters and erosions on the skin, 
symptoms that reproduce a human disease called non-Herlitz epidermolysis bullosa, 
which is caused by null mutations in the  COL17A1  gene [ 16 ]. Then, we crossed 
 human COL17   +/+    (hCOL17   +/+   )  transgenic (Tg) mice [ 17 ] with heterozygous 
m Col17   +/−   mice. Mice that carried both the heterozygous null mutation of m Col17  
and the transgene of  human COL17  ( mCol17   +/−   , hCOL17   +/−  ) were bred to generate 
COL17-humanized ( hCOL17   +/+   , mCol17   −/−  ) mice (Fig.  2b ). COL17-humanized 
mice lack mouse COL17 but express human COL17. They showed no apparent 
clinical phenotype and were able to deliver COL17-humanized mice pups by mating 
with COL17-humanized mice parents. Neonatal COL17-humanized mice that were 
passively transferred with either total IgG or IgG affi nity-purifi ed against the NC16A 
domain of COL17 from BP patients developed diffuse erythema and showed epider-
mal separation by gentle skin friction at 48 h after transfer (Fig.  2c ) [ 4 ]. Lesional 
skin specimens demonstrated dermal–epidermal separation and infl ammatory cell 
infi ltration of neutrophils and lymphocytes. DIF analysis revealed linear deposition 
of human IgG and mouse C3 at the DEJ, which simulates the human BP phenotype 
(Fig.  2d ). This passive-transfer neonatal mouse model was the fi rst to directly show 
the pathogenicity of anti-COL17 NC16A IgG autoantibodies in BP patients. 

  Fig. 2    Generation    of the COL17-humanized mice and a BP model. ( a ) The most pathogenic of the 
epitopes cluster within the juxtamembranous NC16A domain of COL17. Signifi cant differences in 
their amino acid sequences exist between the human and the mouse NC16A domains of COL17. 
( b ) Generation of COL17-humanized mice by repeated crossing of heterozygous mouse  Col17 - 
knockout  (m Col17   +/−  ) and  human COL17   +/+   Tg mice. ( c ) Skin detachment of the neonatal COL17- 
humanized mice is inducible by mild friction 48 h after the injection of BP-IgG. ( d ) Histologically, 
subepidermal blister formation ( arrowheads ) associated with linear deposition of human IgG 
( arrows ) and mouse C3 ( white arrowheads ) at the DEJ are observed       
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 This COL17-humanized BP mouse model is quite valuable not only for elucidat-
ing the pathomechanisms of BP but also for innovating disease-specifi c therapies. 
We executed a therapeutic trial using human COL17 NC16A recombinant peptides. 
After the transfer of total IgG from BP patients, COL17-humanized mice were 
treated with a recombinant peptide composed of the NC16A domain. The treated 
mice showed markedly reduced blister formation [ 4 ]. In addition, we have devel-
oped a novel therapeutic strategy of treating BP by using the recombinant Fab frac-
tion of IgG monoclonal antibodies to COL17 to block the complement activation 
that would otherwise be induced by pathogenic autoantibodies [ 18 ]. We used phage 
display to generate recombinant Fab fragments of IgG monoclonal antibodies 
against the human COL17 NC16A domain from antibody repertoires of BP patients. 
Two recombinant Fab fragments showed marked ability to inhibit the binding of BP 
autoantibodies and to inhibit subsequent complement activation in vitro. In the 
in vivo experiments using the COL17-humanized BP mouse model, these recombi-
nant Fab fragments protected mice against BP-autoantibody-induced blistering dis-
ease [ 18 ]. Thus, the use of engineered Fab Abs to block pathogenic epitopes seems 
promising, and it may lead to disease-specifi c treatments for BP.  

    Neonatal BP Model Induced by Maternally Transferred Abs 
to Human COL17 

 Using the COL17-humanized mouse, we developed another neonatal BP mouse 
model, which was induced by maternally transferred antibodies. When heterozy-
gous  mouse COL17 -defi cient ( mCol17  +/− ) female mice are crossed with COL17- 
humanized ( hCOL17  +/+ ,  mCol17  −/− ) male mice, it is expected that 50 % of the pups 
will show the genotype of  human COL17  +/− ,  mouse Col17  −/− . We immunized  mouse 
COL17  +/−  female mice with human COL17 and mated them with COL17-humanized 
( hCOL17  +/+ ,  mCol17  −/− ) male mice. As expected, the circulating anti-human COL17 
IgG antibodies that were produced by the immunized mother were transferred into 
the neonates through not only the placenta but also the milk, and half of the neo-
nates whose skin expressed human but not murine COL17 ( hCOL17  +/− ,  mCol17  −/− ) 
developed blisters associated with the histological and immunological features that 
are seen in BP patients [ 19 ]. This novel experimental system has some advantages: 
(1) the model does not require the technically diffi cult injection procedure; (2) the 
pathogenic IgG persists for longer than in conventional passive transfer models; and 
(3) the immune reaction totally depends on the murine immune system, even though 
the antigen is human COL17.  

    Active BP Model 

 To develop an active BP mouse model, we generated immunodefi cient  Rag- 
2      −/−   / COL17-humanized mice by crossing COL17-humanized mice with  Rag-2   −/−   
mice. As a next step, we isolated splenocytes from the wild-type mice immunized 
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with human COL17 and adoptively transferred them into the  Rag-2   −/−   / COL17- 
humanized mice. Because these  Rag-2   −/−   / COL17-humanized mice had no mature T 
or B cells, they did not reject the transferred splenocytes. The transferred spleno-
cytes induced continuous production of anti-human COL17 IgG, and blistering dis-
ease occurred (Fig.  3 ) [ 20 ]. In that study, CD4 +  T cells were proven to be crucial for 
the development of the BP phenotype, because the depletion of CD4 +  T cells from 
immunized  splenocytes and the administration of cyclosporin A, a suppressant of 
T-cell function that works by inhibiting the production of IL-2 from the activated T 
cells, each signifi cantly suppressed the development of pathogenic IgG and dimin-
ished the disease severity.

       Doxycycline-Inducible BP Model 

 We have produced different BP models using the COL17-humanized mice as 
described. In these COL17-humanized mice, the innate expression of human COL17 
eliminated all abnormal phenotypes observed in the  Col17 -knockout (m Col17   −/−  ) 
mice [ 4 ]. If the expression of human COL17 is induced after birth in the  Col17 - 
knockout  (m Col17   −/−  ) mice, what kinds of phenotypes will appear? Blistering dis-
eases observed in adult  Col17 -knockout (m Col17   −/−  ) mice may be rescued by 

  Fig. 3    Generation of an active BP model. ( a )  Rag-2   −/−   COL17-humanized mice into which had 
been transferred splenocytes obtained from wild-type mice immunized by human COL17 protein. 
( b ) The treatment induces the continuous production of anti-human COL17 IgG and blister forma-
tion corresponding to BP. Histologically, subepidermal blister formation ( arrowheads ) associated 
with linear deposition of mouse IgG ( arrows ) at the DEJ are observed       
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neo-expression of human COL17 in the skin, but an immune reaction to human 
COL17 may occur. However, neo-expression of COL17 in adult  Col17 -knockout 
(m Col17   −/−  ) mice may induce Abs to human COL17, leading to blistering disease 
similar to BP (Fig.  4a ). We focused on using the Tet system that we commonly use 
to regulate expression of the gene of interest. By introducing transgenes including a 
reverse tetracycline-controlled transactivator (rtTA) and a pTRE vector with human 
COL17 cDNA, the administration of doxycycline induces the neo-expression of 
human COL17. In contrast, by incorporating a tetracycline-controlled transactivator 
(tTA) and a pTRE vector with human COL17 cDNA, the stable expression of human 
COL17 is expected to be suppressed by the administration of doxycycline. By 
in vitro studies using HEK 293 cells stably expressing pTRE-human COL17 and 
rtTA or tTA, we have found that the expression of human COL17 can be tightly 
regulated. In addition, the Tet-on system using rtTA showed less leaking expression 
of human COL17 (Fig.  4b ). On the basis of these results, we started to prepare two 

  Fig. 4    Strategy for the generation of a doxycycline-inducible BP model. ( a ) In vitro studies using 
HEK 293 cells stably expressing pTRE-human COL17 and rtTA or tTA show that the expression of 
human COL17 can be tightly regulated. A Tet-on system using rtTA results in less leaking expression 
of human COL17 compared with a Tet-off system ( arrows ). ( b ) Oral administration of doxycycline 
to pTRE-COL17, K14-rtTA, mouse COL17-null mice is expected to induce neo- expression of human 
COL17 in basal epidermal keratinocytes, which would induce autoimmunity to human COL17       
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different Tg mice expressing rtTA under keratin 14 (K14) promoter and pTRE- 
human COL17 cDNA. In the near future, we will obtain a novel BP model in which 
blistering disease can be initiated with only oral administration of doxycycline 
(Fig.  4a ).

        Perspectives 

 Recent studies using animal models have made considerable progress toward our 
understanding of the pathogenesis of BP as well as toward producing novel thera-
pies. To further advance our knowledge of BP pathomechanisms and to develop 
novel therapeutic strategies for BP, the establishment of an active, stable disease 
model is anticipated.     

Open Access This chapter is distributed under the terms of the Creative Commons Attribution 
Noncommercial License, which permits any noncommercial use, distribution, and reproduction in 
any medium, provided the original author(s) and source are credited.
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    Abstract     Immune aging results in a decreased competence of adaptive immunity 
with an increased risk for autoimmunity. However, the mechanistic links between 
the immune aging and autoimmunity remain elusive. We reported that a PD-1 +  
memory phenotype (MP) CD4 +  T cell population is increased as normal mice age, 
termed senescence-associated (SA-) T cells. The SA-T cells show characteristic 
signs and features of cellular senescence and emerge as follicular T cells in sponta-
neous germinal centers (GCs) that occur in aged mice. Spontaneous development of 
GCs is a hallmark of systemic autoimmune diseases, and we found that the develop-
ment of SA-T cells is robustly and prematurely accelerated in bona fi de lupus-prone 
mice in association with spontaneous, auto-reactive GCs. A fraction of the SA-T 
cells defi ned by CD153 expression is activated by autologous GC B cells to produce 
a plethora of infl ammatory factors in a TCR-dependent manner and contributes to 
the expansion of the GC reactions, although the remaining part of them is rendered 
TCR anergic in situ. The results uncover that accelerated T cell senescence under-
lies the development of autoimmunity in systemic lupus erythematosus.  

  Keywords     Immune aging   •   Systemic lupus erythematosus   •   Cell senescence   • 
  Senescence-associated T cells   •   Follicular T cells   •   Germinal centers   •   Homeostatic 
proliferation   •   Autoantibodies  

        Introduction: Immune Aging and Senescence-
Associated T Cells  

 Immune aging (immunosenescence) is characterized by the reduced competence of 
acquired immunity, leading to increased susceptibility to infection as well as 
decreased vaccination effi ciency. Recent accumulating evidence indicates that 
immunosenescence underlies an increased proinfl ammatory trait with age, 
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including various chronic infl ammatory and metabolic disorders, such as athero-
sclerosis and diabetes mellitus, as well as an increased risk for autoimmunity [ 1 ]. 
Cellular senescence is characterized by irreversible arrest of proliferation, grossly 
altered gene expression, and relative resistance to apoptosis [ 2 ]. Notably, senescent 
cells are often metabolically active and may become foci of host reactions in tissues 
by secreting various infl ammatory factors [ 3 ]. The features and consequences of 
 cellular senescence in T cells in the immune system, however, remain elusive. 

 One of the most prominent changes occurring in the immune organs with age is 
an early involution of the thymus. The thymus is a central immune organ to support 
T cell development and establish T cell self-tolerance. The T cell generation in the 
thymus is most active at the late embryonic through neonatal stages, but the activity 
sharply declines after the juvenile stage, eventually replaced almost entirely by fat 
tissues at later stages of life (Fig.  1a ). Although the mechanism of early thymic 
involution remains elusive, it is suggested that the rapid decrease of thymic  epithelial 
stem cell (TECSC) activity after birth nay play a crucial role in it [ 4 ]. In  concordance 

  Fig. 1     (a)  The thymus shows early involution with age.  (b)  The proportions of SA-T cells in 
peripheral CD4+ T cell pool increase with age.       
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with the decrease of neo-T cell genesis, the peripheral naïve T cells are gradually 
reduced with age. Although the peripheral T cell pool is well maintained in aged 
individuals, the population shows a steady increase in the proportions of memory 
phenotype (MP) T cells [ 5 ]. It is suggested that these MP T cells include those that 
have homeostatically expanded in response to the decreasing drift of the T cell 
 numbers, in addition to the authentic memory T cells for specifi c environmental 
antigens [ 5 ]. We reported that a unique PD-1 +  MP CD4 +  T cell population is 
increased with age [ 6 ], now termed senescence-associated (SA-) T cells (Fig.  1b ). 
The SA-T cells showed compromised capacity of clonal proliferation and produc-
tion of typical T cell–specifi c cytokines via TCR-stimulation; however, the SA-T 
cells secrete abundant proinfl ammatory cytokines such as osteopontin (OPN) [ 6 ].

       SA-T Cells Represent an Endogenously Arising Follicular T 
Cell Population with Age 

 We found that normal aged mice often developed GCs spontaneously in the 
 secondary lymphoid tissues, and the SA-T cells were detected mostly in the GCs, 
representing follicular T cells (Fig.  2 ). In agreement with the follicular localization, 
the majority of SA-T cells expressed ICOS and CD200, similarly to the typical 
 follicular helper T cells induced by immunization with exogenous antigens such as 
sheep red blood cells (SRBC-TFH). However, a signifi cant portion of the SA-T 
cells additionally expressed CD153 (CD30L), which was rarely expressed in SRBC-
TFH cells. Functionally, CD153 +  SA-T cells showed compromised proliferation but 
produced large amounts of OPN via TCR-stimulation with much less IL-4 and 

  Fig. 2    Spontaneous development of germinal centers (GCs) in the secondary lymphoid tissues of 
normal aged nice, containing abundant PD-1 +  follicular T cells       
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IFN-γ, whereas the rest of the CD153 −  population did not proliferate or produce any 
of these cytokines at all, suggesting that these cells were TCR unresponsive. The 
SA-T cells showed a unique transcriptome (Fig.  3 ) different from those of PD-1 MP 
CD4 +  T cells and SRBC-TFH cells, but the CD153 +  and CD153 −  fractions of the 
SA-T cells had very similar transcriptome profi les to each other, despite the distinct 
TCR responsiveness. The results suggest that SA-T cells represent a unique type of 
follicular CD4 +  T cell population, a fraction of which is rendered TCR anergic in 
situ. Although CD153 +  and CD153 −  SA-T cells became detectable only in normal 
aged mice, the development was remarkably accelerated in the adult- thymectomized 
mice or γ-ray irradiated with transplanted naïve T cells. The results strongly suggest 
that the SA-T cells are generated in the process of homeostatic T cell  proliferation, 
either acutely or chronically depending on the extent and tempo of the decrease in a 
peripheral T cell pool.

        SA-T Cells Increase Robustly in Bone Fide Lupus-Prone Mice 

 Spontaneous GC reactions are a hallmark of systemic autoimmune diseases, 
 including lupus [ 7 ,  8 ], and the fi ndings above prompted us to examine them in 
female BWF1 mice, a bona fi de mouse model of human SLE. Female BWF1 mice 
robustly developed GCs with a remarkable increase of follicular PD-1 +  MP CD4 +  T 
cells beginning from as early as 6 months of age (Fig.  4a ); this was not the case in 
male BWF1 mice or parental NZW mice. A signifi cant portion of them expressed 
CD153 in addition to other follicular T cell markers such as CXCR5, ICOS, and 
Bcl-6 (Fig.  4b ). Transcriptome analysis confi rmed that both CD153 +  and CD153 −  
cell fractions showed highly coincidental profi les with the corresponding SA-T 

  Fig. 3    SA-T cells show a unique transcriptome compared with naïve and PD-1 −  MP CD4 +  T cells       
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cells in normal aged mice, rather than SRBC-TFH cells. Moreover, the TCR- 
stimulated CD153 +  cell fraction produced abundant OPN in addition to other 
infl ammatory chemokines (Ccl1, Ccl3, Ccl4) with minimal production of T cell–
specifi c cytokines, whereas the CD153 −  fraction produced no cytokines at all, 
including OPN. Overall, the follicular T cells in female BWF1 mice showed  features 
essentially identical to those of the SA-T cells in normal aged mice, except for more 
robust and earlier development.

       SA-T Cells Show Typical Signs and Features of Cellular 
Senescence 

 Transcriptome profi les of the SA-T cells of both aged B6 and female BWF1 mice 
revealed the up-regulation of a numbers of genes coding for potentially infl amma-
tory factors including  Spp1  (Fig.  5a ). The feature was reminiscent of a so-called 
senescence-associated secretory phenotype (SASP) [ 3 ], and indeed the expression 
of  Cebpb , shown to be involved in the regulation of SASP, was also increased. In 
addition, the SA-T cells revealed increased expression of  Cdkn1a (Cip1)  and 
 Cdkn2b (Ink4b)  (Fig.  5b ), which are representative senescence-associated biomark-
ers [ 9 ,  10 ], remarkably increased nuclear heterochromatin foci, and higher SA-β-
Gal activity than PD-1 −  CD4 +  T cells (Fig.  5c ). Also, the SA-T cells were highly 
stable in culture and survived for long terms without proliferation. All of these 
results are consistent with the notion that the SA-T cells represent the T cells in cel-
lular senescence.

  Fig. 4    Lupus-prone female BWF1 mice robustly and spontaneously develop GCs containing 
abundant SA-T cells much earlier than normal mice       
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  Fig. 5    SA-T cells reveal the signs and features of cellular senescence, including a senescence- 
associated secretory phenotype (SASP), senescence biomarkers (Cdkn1a, Cdkn2b), increased 
SA-β-gal activity, and decreased aging-associated microRNAs       
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       SA-T Cells Are Activated in Response to Autologous GC B 
Cells to Produce OPN that Protects Against B Cell Apoptosis 
in GCs 

 The  Spp1  transcripts were sharply increased in the spleens of female BWF1 mice 
from around 5 months of age, in concordance with the overt GC reactions. Analysis 
with laser-capture microdissection (LMD) revealed that the  Spp1  was confi ned to 
the PNA +  GC regions, whereas the GCs in SRBC-immunized B6 mice hardly 
expressed  Spp1 . When SA-T cells from female BWF1 mice were co-cultured with 
γ-ray-irradiated autologous B cells, the CD153 + , but hardly TCR-anergic CD153 − , 
fraction produced signifi cant amounts of OPN. The response was induced by CD95 +  
GC B cells more effi ciently than CD95 −  B cells and was inhibited signifi cantly in 
the presence of anti-MHC II or soluble anti-CD3 antibody, suggesting that the SA-T 
cells recognized self-antigens presented by GC B cells via TCR. Curiously,  however, 
the response was unaffected in the presence of anti-PD-L2 antibody, albeit that the 
GC-B cells expressed PD-L2, suggesting that the OPN production by CD153 +  SA-T 
cells is mediated by a PD-1-resistant, alternative TCR-signaling pathway (Fig.  6 ). 
On the other hand, the OPN production in response to GC-B cells was signifi cantly 
enhanced by CD30-Ig agonistic to CD153 (Fig.  6 ). The primary B cells from female 
BWF1 mice showed signifi cant cell death from stimulation with anti-μ antibody. 
However, OPN prevented B cell death and accordingly enhanced the secretion of 
anti-dsDNA antibody in vitro. Upon analysis using a WEHI231 B1 cell line, it was 
indicated that OPN inhibited the BCR-induced apoptosis by inducing the  expression 
of  Bcl2a1a,  which is known to be crucial for B cell survival (Fig.  6 ). The results 
suggest that the SA-T cells specifi cally recognize GC-B cells and locally produce 
OPN, which in turn protects the GC B cells from antigen-induced apoptosis.

       Involvement of SA-T Cells in the Expansion of GCs 
and Autoimmunity in Lupus 

 To directly investigate the role of SA-T cells in GC reaction, we isolated PD-1 −  MP 
CD4 +  and SA-T cells from female BWF1 mice with overt lupus disease and 
 transferred them into pre-disease young BWF1 mice. We found that the CD153 +  
SA-T cells caused a signifi cant increase in GC sizes in the recipients, whereas the 
PD-1 −  MP CD4 +  cells barely affected the GC reactions. Moreover, a partial  depletion 
of CD153 +  SA-T cells in female BWF1 mice at 4 months of age by treatment with 
a rat anti-CD153 antibody (500 μg/head) twice a week for 4 weeks resulted in 
 signifi cant reduction of GC sizes as well as BC-B cells; none of these mice devel-
oped signifi cant anti-dsDNA antibody, whereas 20 % (3 out of 15) of control mice 
showed a burst of anti-dsDNA antibody. These results suggest that CD153 +  SA-T 
cells are directly involved in the growth of spontaneous GCs and autoantibody 
 production in female BWF1 mice.  
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    Conclusion and Perspectives 

 Among a number of changes in immune function with age is an increasing risk for 
autoimmunity [ 1 ]. We previously proposed that the increase of SA-T cells chroni-
cally with age and acutely with a leukemic condition might be related to the decrease 
of T cell genesis due to physiological thymic involution and leukemia-associated 
T-lymphocytopenia, respectively [ 6 ]. In a lymphopenic condition, the peripheral 
CD4 +  T cells undergo homeostatic proliferation, which depends on homeostatic 
cytokines and tonic TCR-signal via MHC II–bearing self-peptides [ 5 ]. As such, the 
sustained CD4 +  T cell homeostatic proliferation may lead to an increased risk for 
autoimmunity [ 11 ]. It was reported that CD4 +  T cell homeostatic proliferation 

  Fig. 6    CD153 +  SA-T cells specifi cally respond to own GC-B cells and produce abundant OPN, 
which prevent the B cells from BCR-induced apoptosis. The TCR-signaling pathway is enhanced 
via CD153 co-stimulatory activity but is unaffected by negative PD-1 signaling. The CD153 +  
SA-T cells may eventually be rendered TCR anergic via a tolerance checkpoint and become 
CD153 −  cells       
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underlies the development of autoimmune diabetes in female NOD mice [ 12 ]. 
Lymphopenia is one of the characteristic features in lupus disease, and therefore we 
propose that CD4 +  T cell homeostatic proliferation underlies the robust and 
 premature development of SA-T cells. A recent report suggests that homeostatically 
proliferating PD-1 +  CD4 +  T cells may show different energy metabolism from CD4 +  
T cells driven by antigens in immune response [ 13 ]. Homeostatic proliferation is not 
associated with the transition to the effector phase as in immune response, and the 
possibility that the persistence of such a proliferative state with particular energy 
metabolism leads to a higher propensity for the progression of cellular senescence 
would be intriguing (Fig.  7 ). In conclusion, our current results indicate that SA-T 
cells play an important part in lupus pathogenesis and may provide a novel 
 therapeutic clue for controlling human SLE.

  Fig. 7    Normal naïve CD4 +  T cells are activated in response to the specifi c foreign antigens 
 presented by professional antigen-presenting cells (APCs), such as DCs, and show a robust clonal 
expansion, followed by maturation to the effector cells or quiescent memory cells. In lymphopenic 
conditions, however, naïve CD4 +  T cells proliferate polyclonally, called homeostatic proliferation, 
which depends on the APCs such as B cells presenting self-peptides and homeostatic cytokines, to 
maintain the peripheral T cell pool. The sustained homeostatic proliferation may result in an 
increased risk for autoimmunity as well as T cell senescence to become SA-T cells. The (CD153 + ) 
SA-T cells are quite stable and metabolically active, producing abundant infl ammatory factors 
such as OPN and chemokines, and become infl ammatory foci in tissues. In the lupus-prone genetic 
background such as BWF1 with a defective B cell self-tolerance checkpoint, the SA-T cells are 
involved in auto-reactive GC reactions and promote overt autoantibody production       
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      IL-6: A New Era for the Treatment 
of Autoimmune Infl ammatory Diseases                     

       Tadamitsu     Kishimoto     ,     Sujin     Kang    , and     Toshio     Tanaka   

    Abstract     A series of studies have revealed that IL-6 has pleiotropic activity in 
 various cells and that its deregulated expression is responsible for the development 
of multiple autoimmune infl ammatory diseases. A humanized antibody against the 
IL-6 receptor, tocilizumab, has exhibited outstanding therapeutic effi cacy against 
rheumatoid arthritis, juvenile idiopathic arthritis, Castleman’s disease, and other 
autoimmune infl ammatory diseases, leading to its clinical use for treatment of 
 several diseases. These fi ndings indicate that overproduction of IL-6 is responsible 
for the pathogenesis of autoimmune infl ammatory diseases, in which an imbalance 
between Th17 cells and regulatory T cells and autoantibodies play central roles. 
Recent studies have suggested that IL-6 blockade therapy can rectify these underly-
ing immunological abnormalities in autoimmunity. However, the causes of deregu-
lated IL-6 production in these diseases remain unknown. A novel IL-6-regulating 
molecule, Arid5a, specifi cally stabilizes IL-6 mRNA and sustains its  overproduction; 
thus, Arid5a plays an important role in promoting infl ammation and autoimmune 
diseases. Indeed, in Arid5a-knockout mice, experimental autoimmune encephalo-
myelitis does not develop, and lipopolysaccharide stimulation does not induce 
 elevated expression of IL-6. Arid5a can counteract the destabilizing effect of a regu-
latory RNase, Regnase-1, on IL-6 mRNA; Regnase-1 knockout mice spontaneously 
develop various fatal autoimmune diseases. Further analyses of these RNA- binding 
proteins as well as other regulatory molecules for IL-6 expression are expected to 
elucidate the molecular mechanisms underlying deregulated synthesis of IL-6, and 
facilitate investigations of the pathogenesis of specifi c diseases.  
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        Introduction 

 Interleukin 6 (IL-6), a prototypical cytokine with redundant and pleiotropic 
 activities, contributes to host defense against infections and tissue injuries by induc-
ing the acute-phase response and activating immune responses and hematopoiesis. 
However, excessive or continuous IL-6 production plays a pathological role in an 
acute severe life-threatening complication, the so-called cytokine storm, and in 
 various chronic autoimmune infl ammatory diseases. 

 A humanized anti-IL-6 receptor (IL-6R) monoclonal antibody (Ab), tocilizumab, 
was developed on the basis of the idea that IL-6 blockade represents a novel 
 therapeutic strategy for such diseases. Worldwide, clinical trials have proven that 
tocilizumab is highly effi cacious for the treatment of intractable autoimmune 
infl ammatory diseases, including rheumatoid arthritis (RA), systemic and polyar-
ticular juvenile idiopathic arthritis (JIA), and Castleman’s disease, leading to its 
approval for the treatment of these diseases. Moreover, numerous reports regarding 
off-label use of tocilizumab strongly suggest that an IL-6 blockade strategy is a 
promising therapeutic approach for treatment of other diseases. In this chapter, we 
will highlight the pathological role of IL-6 in autoimmune infl ammatory diseases, 
offer perspectives on the future of IL-6 blockade therapy, and discuss the  mechanisms 
potentially responsible for deregulated IL-6 overexpression.  

    Pleiotropic Function of IL-6 

 The gene encoding B cell stimulatory factor 2 (BSF-2), which induces the differen-
tiation of activated B cells into Ab-producing cells, was successfully cloned in 1986 
[ 1 ]. Later, BSF-2 was found to be identical to hepatocyte-stimulating factor, hybrid-
oma growth factor, and interferon (IFN)-β2, and the molecule was subsequently 
renamed IL-6 [ 2 ]. Human IL-6 consists of 212 amino acids with a 28–amino acid 
signal peptide and a core protein of about 20 kDa. Natural IL-6 is 21–26 kDa with 
glycosylation, although the glycosyl moiety does not affect its biological activity. 

    Effect of IL-6 in Immune Response 

 IL-6, originally identifi ed as BSF-2, promotes the differentiation of activated B cells 
into immunoglobulin (Ig)-producing plasma cells. IL-6 also acts as a growth factor 
for myeloma cells, and some myeloma cells spontaneously produce IL-6 [ 3 ]. 
Moreover, IL-6 promotes the survival of the plasmablasts, cells that secrete 
 immunoglobulin or pathological autoantibodies, e.g., anti-aquaporin 4 (AQP4) in 
patients with neuromyelitis optica (NMO) [ 4 ]. Thus, continuous overexpression of 
IL-6 results in autoantibody production as well as hypergammaglobulinemia. 
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 IL-6 also affects T cells. IL-6 is one of the factors that determine how naïve CD4 +  
T cells differentiate into particular effector T cell subsets. IL-6 in combination with 
transforming growth factor (TGF)-β preferentially induces differentiation into Th17 
cells, whereas IL-6 inhibits TGFβ-induced regulatory T cell (Treg) development. The 
resultant predominance of Th17 cells over Treg cells may be responsible for the 
breakdown of immunological tolerance, and may therefore be pathologically involved 
in the development of autoimmune infl ammatory diseases [ 5 ]. Indeed, in several auto-
immune disease models, IL-6 blockade at the priming step suppresses the develop-
ment of the imbalance in antigen-specifi c effector T cell subsets, and thus development 
of the autoimmune diseases themselves, irrespective of the  antigens used for immuni-
zation [ 6 – 8 ]. IL-6 also promotes T follicular helper cell differentiation as well as 
production of IL-21, which also promotes immunoglobulin synthesis [ 9 ].  

    Effect of IL-6 in Acute-Phase Response 

 IL-6 is a major regulator of the initiation of acute-phase responses. IL-6 induces 
hepatocytes to produce acute-phase proteins such as C-reactive protein (CRP), 
serum amyloid A (SAA), fi brinogen, hepcidin, and α1-antichymotrypsin, whereas it 
inhibits the production of fi bronectin, albumin, and transferrin [ 10 ]. CRP and SAA 
are biological markers of infl ammation occurring somewhere in the body. 
Administration of tocilizumab completely normalizes the serum levels of these 
 proteins, indicating that their synthesis depends primarily on IL-6 [ 11 ,  12 ]. Increased 
levels of acute-phase proteins signal a state of emergency and contribute to host 
defense, whereas continuous expression of high levels of SAA or hepcidin leads to 
complications of chronic infl ammatory diseases, such as amyloid A amyloidosis or 
anemia, respectively [ 12 ,  13 ].  

    Other Effects of IL-6 

 IL-6 also acts on other cells [ 2 ,  14 ]. IL-6 produced by bone-marrow stromal cells 
stimulates synovial fi broblasts to express the receptor activator of the nuclear factor 
kappa beta (NF-κB) ligand (RANKL), which is indispensable for the differentiation 
and activation of osteoclasts. Osteoclast activation leads to bone resorption and 
osteoporosis [ 15 ]. IL-6 also promotes production of vascular endothelial growth 
factor by fi broblasts, leading to angiogenesis and increased vascular permeability, 
which are pathological features of infl ammatory lesions observed in synovial  tissues 
of RA and in other conditions [ 16 ]. IL-6 promotes the production of collagen in 
dermal fi broblasts and their differentiation into myofi broblasts, which are predomi-
nantly responsible for skin fi brosis in patients with systemic sclerosis (SSc) [ 17 ]. 
Moreover, IL-6 can interact with vascular endothelial cells, the endocrine system 
including the hypothalamic–pituitary–adrenal axis, neuropsychological systems, 
and other systems.   
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    IL-6 Signaling Systems 

 The IL-6 signaling cascade is triggered by binding of IL-6 to its specifi c receptor, 
IL-6R [ 18 ]. The receptor constitutes the IL-6-binding chain, which exists in two 
different forms, 80 kDa transmembrane IL-6R and 50–55 kDa soluble IL-6R (sIL-
 6R) [ 18 ,  19 ], and the 130 kDa gp130 constitutes the signal-transducing chain [ 20 ]. 
The expression of transmembrane IL-6R is limited to cells such as hepatocytes and 
leukocytes, whereas sIL-6R is present in blood and tissue fl uid. After IL-6 binding 
to either transmembrane IL-6R or sIL-6R, the resultant complex induces homodi-
merization of gp130 [ 21 ] and triggers a downstream signal cascade. The pleiotropic 
effects of IL-6 are due to the broad range of gp130 expression on various cells [ 22 ]. 
IL-6R is the specifi c receptor for IL-6, whereas the signal-transducing chain gp130 
is shared by other members of the IL-6 family of cytokines, including leukemia 
inhibitory factor, oncostatin M, ciliary neurotrophic factor, IL-11, cardiotrophin 1, 
cardiotrophin-like cytokine, IL-27, and IL-35. The fi ndings that all IL-6 family 
members use the same molecule (gp130) for signal transduction resolved a long- 
standing mystery regarding why these cytokines exhibit functional redundancy [ 18 , 
 22 ,  23 ]. 

 Activation of gp130 leads in turn to activation of two downstream signaling 
 cascades, the Janus kinase (JAK)-signal transducer and activator of transcription 
3 (STAT3) pathway and the JAK-SH2-domain-containing protein tyrosine 
phosphatase- 2-mitogen-activated protein kinase pathway. Various IL-6-responsive 
genes are induced by activation of the transcription factor STAT3, which also con-
trols the expression of suppressor of cytokine signaling 1 (SOCS1) and SOCS3. In 
this context, SOCS1 binds to tyrosine-phosphorylated JAK [ 24 ], and SOCS3 binds 
to tyrosine-phosphorylated gp130 [ 25 ], thereby terminating IL-6 signaling via a 
negative-feedback loop.  

    Regulatory Mechanisms of IL-6 Synthesis 

 In the serum of healthy individuals, the IL-6 level is less than 5 pg/ml; however, the 
IL-6 concentration increases dramatically during emergent events such as infections 
and tissue injuries. At sites of infections, neutrophils, monocytes, and macrophages 
promptly produce IL-6 following through recognition of components of exogenous 
pathogens via pathogen-associated molecular pattern receptors [ 26 ]. In cases of 
non-infectious infl ammation caused by burns or trauma, IL-6 is produced by these 
immune cells through the stimulation of damage-associated molecular patterns, 
which are released from damaged or dying cells. Besides immune-competent cells, 
other types of cells, including endothelial cells, mesenchymal cells, fi broblasts, and 
cancer cells, are also able to synthesize IL-6 [ 14 ]. 
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 When the emergent stimuli are completely removed from the host, the signal 
transduction cascade by IL-6-mediated activation is terminated through negative 
regulatory systems such as ligand-induced internalization, degradation of gp130, 
and recruitment of SOCS [ 24 ,  25 ], leading to normalization of the CRP level in 
serum. Accordingly, synthesis of IL-6 is tightly regulated at the transcriptional and 
post-transcriptional level. 

    Transcriptional and Post-transcriptional Regulation of IL-6 

 Several factors regulate the fate of IL-6 mRNA at either the transcriptional or post- 
transcriptional stage. The promoter region of the human IL-6 gene includes binding 
sites for cis-regulatory elements such as activator protein 1, interferon regulatory 
factor 1, a CCAAT enhancer binding protein β (C/EBPβ, also termed NF-IL6), 
specifi city protein 1, and NF-κB [ 27 ,  28 ]. Stimulation of Toll-like receptor (TLR) 
with bacterial or viral pathogen components, or pro-infl ammatory cytokines such as 
IL-1, IL-6, and TNF-α, can activate cis-regulatory elements, leading to IL-6 
 synthesis, whereas several microRNAs (miRs) directly or indirectly down-regulate 
IL-6 transcription. For instance, miR-155 interacts with the 3′-untranslated regions 
(UTR) of C/EBPβ to suppress C/EBPβ expression, whereas miR146a/b targets IL-1 
receptor-associated kinase 1 to indirectly inhibit IL-6 transcription. 

 In general, the mechanisms of post-transcriptional regulation of cytokine expres-
sion target either the 5′-UTR of mRNAs to modulate initiation of translation or the 
3′-UTR of mRNAs to modulate their stability [ 29 ,  30 ]. Several recently identifi ed 
RNA-binding proteins and miRs regulate the stability of IL-6 mRNA [ 27 ,  28 ]. For 
instance, miR-26a binds to the 3′-UTR of IL-6 mRNA in hepatocellular carcinoma, 
suppressing the expression of STAT3 target genes. In addition, open reading frame 
57 of Kaposi sarcoma-associated herpes virus competes with miR-608a for binding 
to the IL-6 mRNA, thereby stabilizing it. 

 One of the RNA-binding proteins that infl uence IL-6 expression, regulatory 
RNase-1 (Regnase-1, also known as Zc3h12a), interacts with the 3′-UTR of IL-6 
mRNA, leading to its destabilization at steady state [ 31 ]. Regnase-1-defi cient mice 
spontaneously develop autoimmune diseases with splenomegaly and lymphadenop-
athy. On the other hand, stimulation of IL-1R/TLR causes phosphorylation of 
Regnase-1 by the inhibitor of NF-κB (IκB) kinase complex, leading to its 
 ubiquitination and degradation. The degradation of Regnase-1 is required for 
expression of IL-6 mRNA; however, re-expression of Regnase-1, which is induced 
by NF-κB activation, prevents excessive IL-6 production [ 32 ]. 

 We recently identifi ed an RNA-binding protein, AT-rich interactive domain- 
containing protein 5a (Arid5a), which interacts with the 3′-UTR and selectively 
stabilizes the IL-6 mRNA but not TNF-α or IL-12 mRNA [ 33 ]. Expression of 
Arid5a is dramatically upregulated in T cells under Th17-skewing conditions and in 
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macrophages stimulated by lipopolysaccharide (LPS), IL-1β, and IL-6. Thus, there 
exists a positive-feedback loop between IL-6 and Arid5a. In untreated RA patients, 
expression of Arid5a is elevated in CD4 +  T cells in the peripheral blood, whereas 
tocilizumab treatment decreases Arid5a expression [ 34 ]. Furthermore, Arid5a- 
defi cient mice exhibit reduced serum IL-6 levels upon LPS challenge, and fail to 
develop experimental autoimmune encephalomyelitis. Arid5a counteracts the 
destabilizing function of Regnase-1 on IL-6 mRNA, suggesting not only that the 
balance between Arid5a and Regnase-1 is an important determinant of the stability 
of IL-6 mRNA, but also that the predominance of Arid5a expression over Regnase-1 
promotes infl ammatory processes and development of autoimmune diseases [ 27 , 
 35 ] (Fig.  1 ).

  Fig. 1    Regulatory mechanism of IL-6 production. In the innate immune response, pathogen- 
associated molecular patterns are recognized by pathogen recognition receptors, leading to 
 expression of pro-infl ammatory cytokines. For example, Toll-like receptor ( TLR )-4 recognizes 
lipopolysaccharide ( LPS ), which is a component of the outer membrane of Gram-negative bacte-
ria; TLR4 activates the nuclear factor of kappa beta ( NF-κB ) signaling pathway and promotes the 
transcription of IL-6 mRNA. Regnase-1 promotes IL-6 mRNA degradation, whereas Arid5a inhib-
its the destabilizing effect of Regnase-1. The balance between Arid5a and Regnase-1 is important 
for the regulation of IL-6 mRNA.  IRAK1  IL-1 receptor-associated kinase 1,  MyD88  myeloid dif-
ferentiation primary response 88,  TRAF6  tumor necrosis factor receptor-associated factor 6,  Ub  
ubiquitination,  NEMO  NF- κ B essential modulator,  IKK  inhibitor of NF- κ B kinase,  AP-1  activator 
protein 1,  IRF1  interferon regulatory factor 1,  MRE  multiple response element,  C/EBPβ  CCAAT 
enhancer binding protein β,  SP-1  specifi city protein 1,  UTR  untranslated region,  miR  microRNA       
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        Pathological Role of IL-6 in Autoimmune Infl ammatory 
Diseases 

 As described elsewhere, the immediate and transient expression of IL-6 contributes 
to host defense against infections and tissue injuries. However, deregulated exces-
sive IL-6 synthesis during this protective process or persistent IL-6 production leads 
to the development of a severe acute life-threatening complication, the so-called 
cytokine storm or chronic autoimmune infl ammatory diseases, respectively. The 
association of IL-6 with disease development was fi rst demonstrated in a case of 
benign heart tumor, cardiac myxoma. The cultured fl uid from the myxoma tissue of 
a patient, who had presented with fever, polyarthritis, an elevated CRP level,  anemia, 
and hypergammaglobulinemia with positivity for anti-nuclear factor, was found to 
contain a large quantity of IL-6 [ 36 ]. Subsequently, excessive IL-6 expression was 
also detected in the synovial fl uids of RA, swollen lymph nodes of Castleman’s 
disease, myeloma cells [ 3 ], and peripheral blood cells or infi ltrating cells in tissues 
involved in various other autoimmune infl ammatory diseases [ 14 ,  37 ]. The extent of 
the elevation of the serum IL-6 level depends on the particular disease and its  disease 
severity, but in cytokine storms such as those associated with septic shock, the 
 concentration can reach as high as the microgram per milliliter level [ 38 ].  

    IL-6-Targeting Strategies: A New Era for the Treatment 
of Autoimmune Infl ammatory Diseases 

 In view of the pathological role of IL-6 in various autoimmune infl ammatory 
 diseases, IL-6 targeting was evaluated as a novel therapeutic strategy against these 
diseases [ 37 ]. Tocilizumab, a humanized anti-IL-6R monoclonal Ab of the IgG1 
class, was generated by grafting the complementarity-determining regions of a 
mouse anti-human IL-6R Ab onto human IgG1 [ 39 ]. This Ab can block IL-6- 
mediated signal transduction by inhibiting IL-6 binding to both transmembrane 
IL-6R and sIL-6R. Numerous worldwide clinical trials verifi ed the outstanding 
 effi cacy and tolerable safety of tocilizumab, leading to its current approval for the 
treatment of RA in more than 130 countries; systemic JIA (sJIA) in Japan, India, the 
USA, and the EU; and polyarticular JIA and Castleman’s disease in Japan and India 
[ 27 ,  40 ,  41 ]. 

    Effi cacy of Tocilizumab in Rheumatoid Arthritis 

 RA is an autoimmune disease characterized by systemic and joint infl ammation, 
which causes joint destruction, dramatically reduces activity of daily living (ADL) 
and quality of life (QOL), and shortens lifespan [ 42 ]. Clinical trials demonstrated 
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that tocilizumab effectively suppresses disease activity and protects against 
 progression of joint destruction, as well as ameliorating the effect of RA on ADL 
and QOL [ 43 ]. Although other biologics are currently used to treat RA, including 
TNF inhibitors, an inhibitor of T cell stimulation, and a B cell depleting agent, 
tocilizumab appears to be the most powerful with regard to suppression of disease 
activity. Tocilizumab is the only biologic proven to be more effi cacious as a mono-
therapy than the anchor disease-modifying antirheumatic drug, methotrexate 
(MTX). TNF inhibitors require the concomitant use of MTX to achieve their 
 maximal effect, but tocilizumab monotherapy exhibited no clinically relevant 
 inferiority to tocilizumab combination therapy with MTX [ 44 ]. Moreover, direct 
comparison of monotherapy with tocilizumab and adalimumab, a fully human 
 anti-TNF-α Ab, demonstrated that tocilizumab was superior to adalimumab, as 
determined by various indices of disease activity [ 45 ]. On the basis of these  fi ndings, 
in the newest RA management recommendation by the European League Against 
Rheumatism, tocilizumab was positioned as the fi rst-line biologic, especially in 
patients for whom biological monotherapy must be initiated [ 46 ]. Furthermore, 
because of the suppressive effects of tocilizumab in the synthesis of acute-phase 
proteins such as SAA and hepcidin, it is appropriate to select tocilizumab for cases 
of RA complicated by amyloid A amyloidosis or anemia associated with chronic 
disorders [ 43 ].  

    Effi cacy of Tocilizumab in Systemic Juvenile Idiopathic Arthritis 

 sJIA is a subtype of chronic childhood arthritis that leads to joint destruction, 
 functional disability, and growth impairment, accompanied by systemic infl amma-
tion [ 47 ]. IL-6 is markedly elevated in the blood of sJIA patients, and the IL-6 level 
is well correlated with disease activity. In a phase III trial of Japanese 56 patients 
with sJIA, 91 %, 86 %, and 68 % of the patients exhibited American College of 
Rheumatology (ACR) Pedi responses of 30 %, 50 %, and 70 %, respectively, at 
week 6 [ 48 ]. Subsequently, in a global phase III trial, 112 children with active sJIA 
randomly received placebo or tocilizumab. At week 12, the primary endpoint 
(absence of fever + improvement of 30 % or greater in at least three of the six 
 variables in the ACR core set for JIA) was met in signifi cantly more patients in the 
tocilizumab-treated group than in the placebo group (85 % vs. 24 %) [ 49 ]. At week 
52, 82 % and 59 % of the patients who received tocilizumab attained improvements 
of 70 % and 90 %, respectively. The striking responsiveness of sJIA to tocilizumab 
has led to widespread recognition that we have started a new era in the treatment of 
this disease, long considered to be one of the most intractable juvenile diseases [ 50 ].  
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    Effi cacy of Tocilizumab in Castleman’s Disease 

 Castleman’s disease is a lymphoproliferative disease with benign hyperplastic 
lymph nodes characterized by follicular hyperplasia and capillary proliferation 
accompanied by endothelial hyperplasia [ 51 ]. Deregulated IL-6 expression in 
 transgenic mice produces a syndrome resembling Castleman’s disease [ 52 ], whereas 
IL-6 blockade inhibits infl ammatory manifestations in these animals [ 53 ]. IL-6 is 
highly expressed in germinal center B cells of hyperplastic lymph nodes of patients 
with Castleman’s disease, and surgical removal of a solitary involved lymph node 
leads to clinical improvement and reduced serum IL-6 concentrations [ 54 ]. In two 
open-label clinical trials of tocilizumab for Castleman’s disease, the drug exerted a 
signifi cant ameliorative effect with regard to clinical symptoms and laboratory 
 fi ndings [ 55 ,  56 ].  

    Effi cacy of Tocilizumab in Other Autoimmune Infl ammatory 
Diseases 

 Case reports, series, and pilot studies of the off-label applications of tocilizumab 
have produced favorable outcomes, indicating that tocilizumab may be used for the 
treatment of multiple conditions including autoimmune diseases, chronic infl amma-
tory diseases, and autoinfl ammatory diseases [ 27 ,  40 ,  41 ]. The results accumulated 
so far strongly suggest that IL-6 blockade represents an innovative therapeutic 
 strategy for SSc, large-vessel vasculitis, amyloid A amyloidosis, NMO, adult-onset 
Still’s disease (AOSD), and cytokine release syndrome (CRS). 

 SSc is a connective tissue disorder characterized by tissue fi brosis, vasculopathy, 
and immune abnormalities [ 57 ]. Several lines of evidence suggest that IL-6 is a 
potential therapeutic target cytokine in SSc. First, IL-6 is expressed at high levels in 
patient serum and involved skin, and the serum level is well correlated with the 
severity of skin symptoms. Second, IL-6 promotes collagen production and 
 expression of α-smooth muscle actin by dermal fi broblasts, as well as endothelial 
cell activation and apoptosis in endothelial cell–neutrophil co-cultures. Moreover, 
in models of SSc induced by bleomycin, IL-6 blockade by administration of anti-
IL- 6R Ab suppresses myofi broblast activation, resulting in reduced dermal fi brosis 
[ 58 ]. We observed the benefi cial effects of tocilizumab for two patients with SSc 
[ 59 ]. Histological analyses revealed thinning of collagen fi ber bundles and reduc-
tion of activated myofi broblasts in the dermis after a 6-month treatment, suggesting 
that IL-6 blockade strategy is a promising approach for the treatment of SSc. 

 The pathological role of IL-6 has been well documented in large-vessel  vasculitis, 
e.g., giant cell arteritis (GCA) and Takayasu arteritis (TA) [ 60 ]. Serum concentra-
tions of IL-6 are elevated at the onset and during clinical relapse of GCA and TA, 
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and tissue-infi ltrating cells produce major quantities of IL-6 and IFN-γ in patients 
with both diseases. Tocilizumab treatment has resulted in rapid and prominent ben-
efi cial effects in patients with GCA and TA who had been refractory to conventional 
treatment regimens [ 40 ,  41 ]. Moreover, tocilizumab monotherapy induced disease 
remission in fi ve patients with GCA. These results strongly suggest that IL-6 inhibi-
tion represents a promising therapeutic strategy for large-vessel vasculitis. 

 A serious complication of chronic infl ammatory diseases is amyloid A 
 amyloidosis, in which amyloid fi bril deposition causes progressive deterioration in 
various organs [ 12 ]. Sustained high concentrations of SAA, an amyloid fi bril pre-
cursor protein, correlate with progression of renal amyloid diseases. Tocilizumab is 
the most powerful known inhibitor of SAA production. Case studies of amyloid A 
amyloidosis complicated by RA, JIA, vasculitis syndrome, Behcet’s disease, and 
latent tuberculosis have revealed the striking clinical effect of tocilizumab on 
 gastrointestinal symptoms and renal function [ 12 ,  40 ,  41 ]. 

 NMO is a chronic infl ammatory disorder predominantly affecting the spinal cord 
and optic nerves. In this disease, autoantibodies directed against the astrocyte water- 
channel protein, AQP4, play a pathologic role [ 61 ]. Several studies have reported a 
signifi cant increase of IL-6 in the cerebrospinal fl uid of patients with NMO. Moreover, 
the population of plasmablasts with the CD19 int CD27 high CD38 high CD180 negative  
 phenotype is elevated in the peripheral blood of NMO patients, and anti-AQP4 Abs 
are produced by these plasmablasts [ 4 ]. IL-6 increases the survival of plasmablasts, 
as well as AQP4 Ab secretion, whereas tocilizumab reduces the survival of these 
cells. Clinical improvement and reduction of serum levels of anti-AQP4 Abs have 
been reported in several NMO patients who were refractory to conventional treat-
ment regimens [ 62 ,  63 ]. 

 AOSD, a chronic infl ammatory disease characterized by four cardinal symptoms 
(spiking fever, evanescent maculopapular rash, arthritis, and leukocytosis) 
 pathologically resembles sJIA and is considered to be an adult-onset type of sJIA 
[ 64 ]. As expected, numerous case studies and pilot studies have shown that 
 tocilizumab treatment improved clinical symptoms and signs in AOSD patients who 
had been refractory to conventional treatment [ 40 ,  41 ]. These favorable results also 
indicate that, just as for sJIA, tocilizumab may become a fi rst-line biologic for the 
treatment of AOSD. 

 CRS is a potentially fatal immune reaction, which is sometimes induced by 
hyperactivation of T cells after T cell–engaging therapies [ 65 ]. Serum levels of 
IL-6, IL-10, and IFN-γ are signifi cantly elevated in patients with CRS. Two recent 
reports showed that CRS—which occurred in two patients with acute lymphoblastic 
leukemia (ALL) treated with chimeric antigen receptor-modifi ed T cells with 
 specifi city for CD19 (CTL019 cells) and in one ALL patient treated with blinatu-
momab, a CD19/CD3-bispecifi c Ab that engages the T cell receptor—could be 
abrogated by a single injection of tocilizumab [ 66 ,  67 ]. These fi ndings indicate that 
IL-6 inhibition represents an innovative therapeutic approach for T cell–mediated 
CRS or other complications with hypercytokinemia, such as systemic infl ammatory 
response syndrome, septic shock, macrophage activation syndrome, and hemo-
phagocytic syndrome. 
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 The benefi cial effects of tocilizumab strongly suggest that it will be widely 
 applicable for the treatment of chronic autoimmune infl ammatory diseases and 
acute systemic infl ammatory complications. However, further clinical evaluations 
are essential in order to determine additional indications for tocilizumab therapy. A 
list of ongoing clinical trials of tocilizumab registered at ClinicalTrials.gov is 
 provided in Table  1 .

   Table 1    Ongoing clinical trials of tocilizumab registered at ClinicalTrials.gov   

 Targeted disease  Status  Identifi er 

 Relapsing polychondritis  Phase II  NCT01041248 
 Diabetes mellitus (type 2), obesity  Phase II  NCT01073826 
 Graves’ ophthalmopathy  Phase III  NCT01297699 
 Cardiovascular disease in RA (vs. etanercept)  Phase IV  NCT01331837 

 Phase IV  NCT01752335 
 Polymyalgia rheumatica  Phase II  NCT01396317 

 Phase II  NCT01713842 
 Giant cell arteritis  Phase II  NCT01450137 

 Phase III  NCT01791153 
 Phase II  NCT01910038 

 Takayasu arteritis  Phase III  NCT02101333 
 Acute GVHD  Phase I/II  NCT01475162 

 Phase II  NCT01757197 
 Chronic GVHD  Phase II  NCT02174263 
 Non-ST-elevation myocardial infarction  Phase II  NCT01491074 
 Systemic sclerosis  Phase II/III  NCT01532869 
 Transplant rates awaiting kidney transplantation  Phase I/II  NCT01594424 
 Renal graft infl ammation  Phase II  NCT02108600 
 sJIA-associated uveitis  Phase I/II  NCT01603355 
 Non-infectious uveitis  Phase I/II  NCT01717170 
 Recurrent ovarian cancer  Phase I/II  NCT01637532 
 Behcet’s syndrome  Phase II  NCT01693653 
 Schizophrenia  Phase I  NCT01696929 

 Phase IV  NCT02034474 
 Erdheim–Chester disease  Phase II  NCT01727206 
 Primary Sjogren’s syndrome  Phase II/III  NCT01782235 
 Fibrous dysplasia of bone  Phase II  NCT01791842 
 Hemophagocytic lymphohistiocytosis  Phase II  NCT02007239 
 Polymyositis/dermatomyositis  Phase II  NCT02043548 
 HIV infection  Phase I/II  NCT02049437 

   RA  rheumatoid arthritis,  GVHD  graft-versus-host disease,  sJIA  systemic juvenile idiopathic 
 arthritis,  HIV  human immunodefi ciency virus  
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       Mechanisms Through Which Tocilizumab Is Effi cacious 
in Various Autoimmune Infl ammatory Diseases 

 The effi cacy of tocilizumab in amyloid A amyloidosis and anemia associated with 
chronic disorders can be explained by its suppression of the responsible proteins, 
SAA and hepcidin, respectively, but the mechanisms through which tocilizumab is 
effi cacious in various phenotypically different autoimmune infl ammatory diseases 
remain incompletely understood [ 68 ]. As observed in NMO, tocilizumab treatment 
could decrease autoantibody (anti-AQP4) production by acting on plasmablasts [ 4 , 
 62 ]. IL-21 promotes plasma cell differentiation and preferentially induces IgG4 pro-
duction [ 9 ]. One study demonstrated that tocilizumab treatment causes a selective 
reduction in IL-21 production of memory/activated T cells, leading to a reduction in 
the serum levels of IgG4-specifi c anti-citrullinated peptide Ab in RA patients [ 69 ]. 
Several recent reports demonstrated that tocilizumab therapy led to an increase in the 
number of Treg cells in peripheral blood CD4 +  T cell fractions in RA patients [ 70 – 72 ] 
(Fig.  2 ). These effects may account for the correction of immunological abnormali-
ties. In addition, the treatment reportedly resulted in improvement in  various other 
biomarkers related to infl ammation, bone and cartilage metabolism, angiogenesis, 

  Fig. 2    IL-6-targeted therapy can rectify immunological abnormalities. Although the pathogenesis 
of autoimmune infl ammatory diseases is not fully understood, an imbalance between effector 
CD4 +  T cell subsets (Th17 ± Th1/Treg↑) and autoantibodies play central roles in their develop-
ment. ( a ) Overexpression of IL-6 may lead to an imbalance in effector T cell subsets (Th17/Treg↑), 
whereas tocilizumab therapy can rectify the imbalance. ( b ) IL-6, acting in an autocrine or paracrine 
manner, increases the survival of plasmablasts that produce autoantibodies, whereas tocilizumab 
treatment decreases the survival of these cells, leading to the suppression of autoantibody synthe-
sis.  TGFβ  transforming growth factor β,  Treg  regulatory T cells,  ROR  retinoid-related orphan 
receptor,  Foxp3  forkhead box p3       
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glucose metabolism, fi brosis, etc. These fi ndings indicate that the clinical effects of 
tocilizumab are mediated by several mechanisms. Another possible explanation for 
the prominent effect of tocilizumab is that the primary cause of successfully treated 
diseases is deregulated synthesis of IL-6, but that phenotypic differences arise because 
of differences in the cell populations that produce IL-6. Thus, to facilitate investiga-
tions of the pathogenesis of specifi c diseases, it will be necessary to elucidate the 
mechanisms responsible for excessive or continuous IL-6 production.

        Concluding Remarks 

 Tocilizumab was developed on the basis of a comprehensive view of the IL-6- mediated 
signaling system, the pathological signifi cance of IL-6 in various diseases, and prog-
ress in bioengineering techniques. Tocilizumab is now positioned as a  fi rst- line bio-
logic for the treatment of moderate to severe RA and sJIA, and is the only drug 
approved for Castleman’s disease. This great success has resulted in a paradigm shift 
in the treatment of these diseases, and has accelerated the development of other 
 various IL-6 inhibitors [ 73 ]. Within the next decade, we anticipate that IL-6 inhibitors 
will be widely used for the treatment of various diseases currently considered to be 
intractable; as a result, some of these diseases will no longer be refractory to therapy. 

 Although fundamental research on the IL-6-mediated signaling pathway was 
able to solve the long-standing mystery regarding why cytokines exhibit redundant 
and pleiotropic activity, another mystery persists regarding why IL-6 is excessively 
or continuously expressed in various diseases. Accurate and detailed analyses of the 
proteins such as Arid5a and Regnase-1 and miRs that regulate IL-6 synthesis will be 
helpful in solving this mystery. Clarifi cation of the mechanism(s) involved will 
inspire the identifi cation of more specifi c target molecules and investigations into 
the pathogenesis of specifi c diseases.     
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      Pathogenesis of Non-alcoholic Steatohepatitis 
and Its Potential Therapeutic Strategies                     

       Yoshihiro     Ogawa     ,     Takayoshi     Suganami    ,     Michiko     Itoh    , and     Miyako     Tanaka   

    Abstract     Non-alcoholic steatohepatitis (NASH) is closely associated with 
 progression to liver cirrhosis and hepatocellular carcinoma. We reported that 
 melanocortin 4 receptor–defi cient mice (MC4R-KO mice), when fed a high-fat diet, 
provide a novel rodent model of NASH. Recently, we have identifi ed a unique 
 histological feature termed “hepatic crown-like structures” (hCLS) in the livers of 
MC4R-KO mice and NASH patients. In hCLS, CD11c-positive macrophages 
aggregate to surround hepatocytes with large lipid droplets, similar to the “crown-
like structure (CLS)” described in obese adipose tissue. Interestingly, we have 
recently reported that macrophage-induced C-type lectin (Mincle) is involved in 
CLS formation and fi brogenic gene expression in obese adipose tissue, suggesting 
the pathophysiologic role of CLS in obesity-induced adipose tissue fi brosis. 
Collectively, our data provide evidence that hCLS serves as an origin of hepatic 
infl ammation and fi brosis during the progression from simple steatosis to NASH 
and thus helps in elucidation of the pathogenesis of NASH, pursuit of specifi c bio-
markers, and evaluation of potential therapeutic strategies.  
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        Introduction 

 The metabolic syndrome is defi ned as a combination of visceral fat obesity, impaired 
glucose metabolism, atherogenic dyslipidemia, and blood pressure elevation, all of 
which are independent risk factors for atherosclerotic diseases. The molecular basis 
for the clustering of such independent risks of atherosclerosis is not currently 
unclear, with visceral fat obesity considered most important. There is considerable 
evidence that lifestyle diseases are a tissue-remodeling disease. Indeed, obese 
 adipose tissue is characterized by adipocyte hypertrophy, increased angiogenesis 
and infi ltration of immune cells such as macrophages and lymphocytes, tissue 
 fi brosis, and increased production of proinfl ammatory adipokines [ 1 ]. The  functional 
and morphological changes observed in obese adipose tissue are very similar to 
those described in vascular remodeling during the process of atherosclerosis. We 
have called the dynamic changes in obese adipose tissue “adipose tissue remodeling” 
and have been interested in the molecular basis underlying adipose tissue remodel-
ing and its pathophysiological implication in metabolic diseases.  

    Interaction Between Adipocytes and Macrophages 
in Obese Adipose Tissue 

 We and others previously reported that during the progression from visceral fat 
obesity to a variety of lifestyle diseases, hypertrophied adipocytes can secrete a 
number of cytokines and chemokines such as monocyte chemoattractant protein-1 
(MCP-1) to stimulate the recruitment of C-C chemokine receptor type 2 (CCR2)-
positive monocytes into obese adipose tissue as proinfl ammatory M1 macrophages. 
Once infi ltrated, macrophages may be activated in response to saturated fatty acids 
released from hypertrophied adipocytes and produce a large amount of proinfl amma-
tory cytokines such as tumor necrosis factor-α (TNF-α), which, in turn, augments 
the infl ammatory response and adipocyte lipolysis to increase the release of fatty 
acids in hypertrophied adipocytes. These observations led us to speculate that there 
is an intimate crosstalk between parenchymal cells, adipocytes, stromal cells, and 
macrophages, which establishes a vicious cycle that augments obesity-induced 
 adipose tissue infl ammation [ 2 ,  3 ]. Our data also suggest that saturated fatty acids 
serve as a naturally occurring ligand for Toll-like receptor 4 (TLR4) complex, a 
well-known pathogen sensor expressed in infi ltrating macrophages [ 3 ]. 

 As the site of crosstalk between adipocytes and macrophages, there is a unique 
histological feature termed a “crown-like structure” (CLS) in obese adipose tissue 
[ 4 ], which is composed of dead parenchymal adipocytes surrounded by  macrophages. 
In CLS, macrophages are considered to scavenge the residual lipid droplets of dead 
or dying adipocytes. It is likely that the adipocyte–macrophage interaction can 
 stimulate adipocyte lipolysis and thus increase the release of free fatty acids, par-
ticularly saturated fatty acids, from obese adipose tissue, which may be  accumulated 

Y. Ogawa et al.



151

in non-adipose tissue as ectopic fat, thereby inducing a variety of metabolic effects 
called lipotoxicity [ 5 ].  

    Development of a Novel Rodent Model of NASH 

 Non-alcoholic fatty liver disease (NAFLD) is defi ned as increased accumulation of 
lipids in the liver without a history of excess alcohol consumption. It is considered 
the hepatic manifestation of the metabolic syndrome. Non-alcoholic steatohepatitis 
(NASH), the most aggressive subset of NAFLD, is closely associated with the 
development of liver cirrhosis and hepatocellular carcinoma. The pathogenesis of 
NASH, the well-known “two-hit hypothesis”, has been proposed for many years; 
however, the detailed mechanism of disease progression from simple steatosis to 
NASH is currently unclear, partly because there are no appropriate animal models 
that refl ect the liver condition of human NASH and partly because liver biopsy is 
required for its defi nite diagnosis. 

 Melanocortin-4 receptor (MC4R) is a seven-transmembrane G protein-coupled 
receptor that is expressed in the hypothalamic nuclei implicated in the regulation of 
food intake and body weight. Its pathogenic mutations are the most common known 
monogenic cause of human obesity. We recently reported that MC4R-defi cient 
(MC4R-KO) mice develop a liver condition similar to human NASH when fed a 
high-fat diet (HFD) or a Western diet (WD), which is associated with obesity,  insulin 
resistance, and dyslipidemia [ 6 ]. Notably, they exhibited enhanced adipose tissue 
infl ammation, which may contribute to excessive lipid accumulation and enhanced 
fi brosis in the liver. Moreover, they developed well-differentiated HCC for a 
 prolonged time. Our data suggest that MC4R-KO mice would provide a novel 
rodent model of NASH with which to investigate the sequence of events that 
encompass diet-induced obesity, hepatic steatosis, liver fi brosis, and HCC.
Histologically, they showed hepatocyte ballooning degeneration, increased infi ltra-
tion of  infl ammatory cells such as macrophages and lymphocytes, and pericellular 
fi brosis, all of which are hallmarks of human NASH. Immunohistochemical stain-
ing with α-smooth muscle action (αSMA) revealed that hepatic stellate cells are 
activated in the liver from MC4R-KO mice even before the onset of fi brosis.  

    Identifi cation of Hepatic Crown-Like Structure (hCLS) 

 During the course of obesity, MC4R-KO mice developed a number of CLS in the 
adipose tissue. We found bizarre microstructures in livers from MC4R-KO mice, 
which are very similar to CLS in obese adipose tissue [ 7 ]. We have called them 
“hepatic crown-like structures” (hCLS), where macrophages aggregate to surround 
hepatocytes with large lipid droplets. Although there was no signifi cant difference 
in the number of F4/80-positive macrophages between the genotypes, the number of 
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hCLS was increased in MC4R-KO mice relative to wild-type mice, suggesting that 
the distribution of macrophages was altered in the livers from MC4R-KO mice. 
Importantly, there was a signifi cant correlation between the number of hCLS and 
the extent of liver fi brosis. These observations, taken together, suggest that hCLS 
rather than macrophages themselves are associated with the development of liver 
fi brosis during the progression from simple steatosis to NASH. 

 To further explore the functional signifi cance of hCLS in the development of liver 
fi brosis, we depleted macrophages in livers from MC4R-KO mice by the clodronate 
liposome method. In MC4R-KO mice, macrophages scattered in the liver were effec-
tively depleted, although those in hCLS appeared to be intact. Accordingly, treatment 
with clodronate liposome signifi cantly reduced the F4/80-positive areas in the liver 
from MC4R-KO mice. However, there was no signifi cant change in the numbers of 
hCLS and αSMA-positive cells after the treatment. In this setting, treatment with 
clodronate liposome resulted in a signifi cant reduction of expression of infl ammatory 
and fi brogenic genes in the liver from wild-type mice. By contrast, in MC4R-KO 
mice, there was no signifi cant change in the gene expression after the treatment. 
These observations suggest that hCLS macrophages are resistant to the treatment and 
that hCLS is functionally associated with hepatic infl ammation and fi brosis in NASH 
liver. Immunofl uorescence and electron microscopy analyses revealed that hCLS is 
composed of CD11c-positive macrophages and dead parenchymal hepatocytes with 
large lipid droplets, and is spatially associated with αSMA-positive activated stellate 
cells and collagen deposition, which support the notion that hCLS is involved in the 
development of hepatic infl ammation and fi brosis. 

 We also found that hCLS occurs in patients with NASH or even in those with 
simple steatosis in proportion to the extent of liver fi brosis. Importantly, there was 
no such increase in hCLS in patients with chronic viral hepatitis, suggesting that 
hCLS is rather specifi c to metabolic liver diseases. 

 Figure  1  illustrates the role of hCLS in the pathogenesis of NASH. Increased fl ux 
of free fatty acids from visceral adipose tissue to the liver via the portal vein as a 
result of adipose tissue infl ammation can cause simple steatosis. Parenchymal 
 hepatocytes that are being overloaded with lipid and are thus dead or dying are sur-
rounded by macrophages to form hCLS in the fatty liver. In the NASH liver, macro-
phages can interact with and engulf dead hepatocytes within hCLS, thereby activating 
fi brogenic cells to stimulate hepatic fi brosis as an adaptive repair response to tissue 
injury. It is, therefore, likely that hCLS serves as an origin of hepatic infl ammation 
and fi brosis during the progression from simple steatosis to NASH [ 7 ].

       Macrophage-Induced C-Type Lectin (Mincle) 

 Macrophage-induced C-type lectin (Mincle) is a type II transmembrane Ca + -
dependent carbohydrate binding lectin. It is expressed abundantly in macrophages, 
where it is induced in response to LPS. Recent studies show that Mincle is a 
 pathogen sensor that recognizes the mycobacterial glycolipid trehalose dimycolate 
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(TDM) [ 8 ]. More interestingly, it can also recognize an endogenous ligand that is 
released from dead cells as a danger signal [ 9 ]. We previously reported that during 
the interaction between adipocytes and macrophages, saturated fatty acids can 
induce Mincle expression in macrophages through the activation of the TLR4/
nuclear factor κB (NF-κB) pathway [ 10 ]. 

 Mincle mRNA expression is induced in obese adipose tissue, which occurs mostly 
in the stromal vascular fraction. FACS analysis revealed that Mincle is induced in the 
infi ltrating macrophages in obese adipose tissue; a substantial fraction of the macro-
phages is Mincle-positive. By in situ hybridization analysis, we found that Mincle 
mRNA expression is restricted to CLS macrophages in obese adipose tissue. We also 
found that Mincle expression is induced in the adipose tissue of obese humans [ 10 ]. 
There is a signifi cantly positive correlation between Mincle mRNA levels and BMI, 
suggesting the role of Mincle in the pathogenesis of obesity. These observations 
 suggest that Mincle plays a role in adipose tissue remodeling.  

    Role of Mincle in Adipose Tissue Remodeling and Ectopic Fat 
Accumulation 

 To explore the role of Mincle in adipose tissue remodeling in vivo, we examined the 
metabolic phenotype of Mincle-KO mice during the HFD feeding. There was no 
apparent difference in body weight between the genotypes throughout the 

  Fig. 1    Possible role of hCLS during the progression from normal healthy liver and simple steato-
sis to NASH       
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experimental period. At 8 weeks of HFD feeding, when macrophages were not 
 massively infi ltrated, there was no signifi cant difference in adipose tissue and liver 
weight between the genotypes. Notably, at 16 weeks of HFD feeding, when 
 macrophages were massively infi ltrated, Mincle-KO mice showed increased  adipose 
tissue weight with a reciprocal reduction of liver weight. Histological analysis of the 
adipose tissue revealed that adipocytes seemed to be enlarged in Mincle-KO mice in 
response to the HFD feeding. Although there was no signifi cant difference in F4/80-
positive macrophages between the genotypes, the number of CLS was signifi cantly 
reduced in Mincle-KO mice. Since the number of hCLS is more positively  correlated 
with the extent of liver fi brosis than that of macrophages in MC4R-KO mice [ 7 ], we 
examined adipose tissue fi brosis by Masson trichrome staining. There was extensive 
interstitial fi brosis in the epididymal fat depot from wild-type mice, which was 
markedly attenuated in Mincle-KO mice together with a signifi cant reduction of 
collagen deposition. Interestingly, there was no signifi cant difference in collagen 
deposition in the subcutaneous fat depot between the genotypes; this may be partly 
because Mincle expression is not markedly increased in obese subcutaneous fat 
depots, where macrophage infi ltration was not so remarkable. Thus, Mincle-KO 
mice exhibited increased adipose tissue weight with increased adipocyte cell size 
with signifi cant reduction of CLS and reduced adipose tissue fi brosis. 

 We next examined the liver phenotypes of Mincle-KO mice and found that 
hepatic steatosis is markedly attenuated in Mincle-KO mice. Accordingly, liver TG 
content and serum ALT concentrations were signifi cantly reduced in Mincle-KO 
mice. We also examined glucose metabolism and insulin sensitivity by glucose and 
insulin tolerance tests and confi rmed improved glucose metabolism and insulin 
 sensitivity in Mincle-KO mice. 

 During the paracrine interaction between adipocytes and macrophages, saturated 
fatty acids, which are released via the macrophage-induced adipocyte lipolysis, are 
able to induce Mincle in the infi ltrating CLS macrophages through the TLR4/NF-κB 
pathway [ 10 ,  11 ]. Mincle may recognize as-yet-unidentifi ed endogenous ligands 
released from dead adipocytes as a danger signal, thereby stimulating adipose tissue 
fi brosis. In Mincle-KO mice, where adipose tissue fi brosis is attenuated, adipocytes 
can be hypertrophied enough to store lipid, which may reduce ectopic fat accumula-
tion in the liver. Accordingly, our data suggest that Mincle plays a critical role in the 
formation of CLS and adipose tissue fi brosis during the course of obesity, which 
may reduce lipid-storage capacity in adipose tissue and enhance ectopic lipid accu-
mulation [ 11 ].  

    Summary 

 Our data suggest that CLS and hCLS provide the unique microenvironment where 
dead or dying parenchymal and stromal cells crosstalk in close proximity in vivo 
(Fig.  2 ). In NASH liver, parenchymal hepatocytes, when they are overloaded with 
lipids and thus dead or dying, report their dysfunctional state to the adjacent stromal 
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cells such as macrophages and fi broblasts via multiple danger signals or dying 
 messages. Given that Mincle, when induced in macrophages in CLS, plays a critical 
role in the development of adipose fi brosis, it is tempting to speculate that Mincle is 
also involved in the progression of hepatic fi brosis. Detailed analysis of hCLS may 
provide a clue to discover candidate molecules to be used as biomarkers and/or drug 
targets specifi c for NASH.
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  Fig. 2    Detailed analysis of hCLS helps identify candidate molecules to be used as biomarkers 
and/or drug targets specifi c for NASH       
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    Abstract     This is a short summary of my presentation in the Uehara Memorial 
Foundation Symposium 2014. Classifi cation of mental illness in current diagnostic 
systems [such as the  Diagnostic and Statistical Manual of Mental Disorders  (DSM)] 
is built on clinical reliability and utility, but not on etiological validity. Thus, the 
DSM has not provided an ideal classifi cation of mental disorders. To overcome the 
dilemma, the National Institute of Mental Health (NIMH) recently proposed the 
Research Domain Criteria (RDoC) framework. This new framework emphasizes a 
dimensional approach on the basis of neurocircuitry mechanism. There were three 
aims in my presentation. First, I summarized the concept of research strategies on 
the basis of dimensional approach, with a link to the trajectory from early develop-
ment to adolescence in the disease pathology. Second, I introduced an example of a 
research infrastructure that could support translational and clinical study for mental 
illness. Third, I showed two studies that were utilizing the infrastructure.  

  Keywords     Mental disorders   •   Diagnostic and statistical manual of mental disor-
ders (DSM)   •   Research domain criteria (RDoC)   •   Dimensional approach   • 
  Developmental trajectory   •   Translational research  

        Introduction 

 The Uehara Memorial Foundation Symposium 2014 was held on June 15, 16, and 
17 in Tokyo, under the theme of Innovative Medicine—Basic Research and 
Development. The role of my presentation was to provide information on the front-
line of clinical and translational research in psychiatry to the audience. 

 Although psychiatry is obviously a domain of modern medicine, studying brain 
disorders, the classic problem of the brain–mind discontinuity has slowed down 
scientifi c progress in psychiatry. Consequently, many different disciplines have 
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competed with each other in psychiatry in the past century. Such factionalism was 
also a major obstacle to the development of psychiatry as a key domain of modern 
medicine. Finally, as a major collaborative effort among psychiatrists, a comprehen-
sive diagnostic manual that standardizes the classifi cation of psychiatric disorders 
was issued as the  Diagnostic and Statistical Manual of Mental Disorders  (DSM) 
third edition in 1980. The DSM has been useful in standardizing clinical practice in 
psychiatry with high reliability. However, the DSM has been formulated under 
ignorance of (or minimal attention to) the etiological and biological validity in its 
disease classifi cation. Thus, this nature of the DSM has been a major defi cit in 
building research on the basis of disease classifi cation defi ned by this manual. 

 To overcome this dilemma, the National Institute of Mental Health (NIMH) 
included in its new strategic plan the following aim: “develop, for research pur-
poses, new ways of classifying mental disorders based on dimensions of observable 
behavior and neurobiological measures” [ 1 ]. According to the Cuthbert article, “the 
implementation of this aim was named the Research Domain Criteria project or 
RDoC.” The RDoC is formulated in a matrix: it has multiple dimensions that cut 
across traditional diagnostic categories, such as attention and perception. Meanwhile, 
biological correlates for each dimension are considered at multiple levels, such as 
the molecular, cellular, circuitry, and behavioral levels. 

 There is another important viewpoint to develop research for mental illness. This 
is the viewpoint of the developmental trajectory. Many mental disorders, such as 
schizophrenia and psychotic disorders, mood disorders, and substance use disor-
ders, appear in young adulthood, and epidemiological and clinical studies have indi-
cated that major risks for such disorders occur in developmental stages. Thus, it is 
very important to study the mechanisms of how disease-associated risk factors at 
earlier ages are accumulated and result in the onset of the disease in the develop-
mental trajectory. The NIMH has also stated that dimensional approaches such as 
the RDoC may be used in conjunction with attention to neurodevelopment and 
disease- associated environmental factors. 

 Thus, the aim of my presentation in the symposium was to introduce these two 
elements essential to research for mental disorders (e.g., a dimensional approach 
and attention to the neurodevelopmental trajectory in disease pathology), and then 
to present a representative infrastructure of translational and clinical research on the 
based on these two elements.  

    Major Mental Illness Caused by a Combination of Multiple 
Genetic Risk Factors and Environmental Stressors 
in the Pathological Trajectory 

 The majority of mental disorders are caused by a combination of multiple genetic 
risk factors and environmental stressors (Fig.  1 ). The combination is not random but 
is likely to result in certain numbers of common biological pathways. It is possible 
that these pathways underlie clinical manifestations, which are organized in a 
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dimensional way. If we take schizophrenia (SZ) and related psychotic conditions, 
the risk factors and stressors are likely to contribute to the pathology in early devel-
opment and adolescence (Fig.  2 ). Nonetheless, the onset of the disease is in late 
adolescence and young adulthood. Thus, it is crucial to study the disease mecha-
nisms in the developmental trajectory. In many medical diseases, the signifi cance of 
early detection and early intervention has been highlighted. Accordingly, in the case 
of SZ, studying the transition from risk stages to the onset (the prodromal stage) is 
regarded as one of the most important research topics at present. Given that current 
medications for psychosis target only symptomatic aspects and are limited in their 
effi cacy, many investigators optimistically expect that the study of the prodromal 
stage may identify novel therapeutic targets that are associated with the disease 
progression and overcome the current limitations (Fig.  2 ). In regard to the mecha-
nisms associated with the disease progression in the prodromal stage, it is possible 
that aberrant activation of stress-related cascades underlie disturbed postnatal brain 
maturation, which results in brain dysfunction and manifestation of mental symp-
toms (Fig.  3 ) [ 2 ,  3 ].

         Research Infrastructure That Allows a Multifaceted 
Translational Approach to Major Mental Illness 

 After the introduction of the dimensional approach in the developmental trajectory, 
particularly in the context of SZ and psychotic conditions, I presented an example 
of a research infrastructure that supports translational and clinical study for mental 

  Fig. 1    From etiologies to clinical manifestations: the majority of mental disorders are caused by 
a combination of multiple genetic risk factors and environmental stressors       
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  Fig. 2    Developmental trajectory of schizophrenia and related psychotic conditions. Although the 
onset of SZ is in young adulthood, epidemiological studies have suggested that many environmen-
tal risk insults for SZ occur during early development and adolescence ( asterisks ). Biological 
studies have also provided evidence that roles for genetic risk factors are associated with neurode-
velopment (Adopted and modifi ed from Jaaro-Peled et al. [ 2 ])       

  Fig. 3    Gene environmental interactions that underlie disturbed postnatal brain maturation, brain 
dysfunction, and mental disorders. Genetic and environmental factors for SZ are likely to converge 
and affect proper cortical maturation in adolescence, which may underlie the pathology of SZ       
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disorders (Fig.  4 ). In this infrastructure, whenever study subjects (patients and 
matched controls) are enrolled, they are assessed clinically and neuropsychologi-
cally. They also participate in brain imaging studies, including positron emission 
tomography (PET) and magnetic resonance imaging (MRI), which are essential to 
address brain circuitry disturbance directly in vivo. In parallel, the study partici-
pants donate their tissues in multiple ways, including blood draw, skin biopsy, and 
nasal biopsy. We can obtain an olfactory epithelium (OE) sample easily by nasal 
biopsy. OE includes neuroprogenitor cells, immature neurons, and mature neurons: 
thus, by studying OE-derived cells and tissues, we can examine molecular and cel-
lular signatures relevant to neuronal cells (Fig.  5 ) [ 4 ]. The information from the 
cells and tissues can be correlated with the brain imaging characteristics and clinical 
manifestations from the same subjects. As described above, RDoC-oriented studies 
are expected to study biological correlates and clinical manifestations at multiple 
levels, such as the molecular, cellular, circuitry, and behavioral levels. Thus, this 
infrastructure can meet such expectations. The disease trajectory may be addressed 
by designing a longitudinal study in this infrastructure.

        Two Representative Studies that Use the Research 
Infrastructure 

 We previously reported that a specifi c phosphorylation of DISC1 (serine residue at 
the 710th amino acid of mouse DISC1) has a crucial role in the switch of cell fate 
from neuroprogenitor proliferation to postmitotic differentiation [ 5 ]. DISC1 has 

  Fig. 4    An example of research infrastructure that supports translational and clinical study for 
mental disorders. In this infrastructure, whenever study subjects (patients and matched controls) 
are enrolled, they are assessed clinically and neuropsychologically. They also participate in brain 
imaging studies as well as tissue biopsies. Taken together, according to the ethical guideline, inves-
tigators can build multifaceted translational study on this research platform       
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been involved as a biological hub protein for multiple pathways associated with 
mental illnesses [ 6 ]. It remains elusive how this phosphorylation (serine residue at 
the 713th amino acid of human DISC1) underlies cellular, circuitry, and behavioral 
manifestations associated with mental disorders (Fig.  6 ). Thus, I presented our 
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  Fig. 5    Olfactory biopsy as a effective approach to obtain biospecimens with neuronal molecular 
signature. An olfactory epithelium (OE) sample, which is easily obtained by nasal biopsy, includes 
neuroprogenitor cells, immature neurons, and mature neurons; thus, by studying OE-derived cells 
and tissues, we can examine molecular and cellular signatures relevant to neuronal cells (Adopted 
from Sawa and Cascella [ 4 ])       

  Fig. 6    A specifi c phosphorylation of DISC1 controls cell fate from neuroprogenitor proliferation 
to postmitotic neuronal differentiation: an entry point for translational study of mental illness. 
DISC1 has been involved as a biological hub protein for multiple pathways associated with mental 
illnesses. Phosphorylation of DISC1 at one specifi c amino acid residue is known to be crucial for 
neurodevelopment in mice. However, it remains elusive how this phosphorylation (serine residue 
at 713th amino acid of human DISC1) underlies cellular, circuitry, and behavioral manifestations 
associated with mental disorders. The infrastructure introduced in Fig.  4 , including the utilization 
of olfactory cells (see Fig.  5 ) for study of the phosphorylation, allows us to address this question       
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preliminary data that studied the phosphorylation in olfactory cells from patients 
and controls, in correlation with their brain imaging characteristics and clinical traits.

   In addition, I also presented studies in which the molecular signature of the cere-
brospinal fl uid was examined from patients in the prodromal stage and with the fi rst 
episode of psychosis, in comparison with matched controls. In the fi rst set of publi-
cations from the study, we observed robust changes in the molecules associated with 
immune and infl ammatory responses, as well as oxidative stress [ 7 ,  8 ]. I also intro-
duced a perspective of how we can study such molecular information in correlation 
with brain imaging characteristics and clinical manifestations.     
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      Translational Research of Leptin 
in Lipodystrophy and Its Related Diseases                     

       Ken     Ebihara      and     Kazuwa     Nakao    

    Abstract     Leptin, an adipocyte-derived hormone, plays crucial roles in the regulation 
of energy expenditure and food intake. Through analyses of leptin transgenic mice, 
we have demonstrated that leptin has pleiotropic effects such as regulation of insulin 
sensitivity and lipid metabolism. Lipodystrophy is a disease characterized by a lack 
of adipose tissue, which leads to metabolic disorders including insulin resistant 
diabetes, hypertriglyceridemia, and fatty liver. We demonstrated that leptin defi ciency 
plays an important role in the pathogenesis of metabolic disorders in lipodystrophy. 
We also demonstrated the effi cacy of leptin replacement therapy in lipodystrophy. 
Leptin improves insulin sensitivity at least partly by cancellation of lipotoxicity in 
the liver and skeletal muscle. It is also possible that leptin improves insulin secretion 
by cancellation of lipotoxicity in pancreatic beta cells. Using animal models, we 
demonstrated that leptin activates hepatic AMP-activated protein kinase (AMPK), 
and hepatic AMPK activation is involved in the therapeutic effects of leptin. To 
elucidate the pathogenic mechanism of hyperphagia in lipodystrophy, we measured 
food-related neural activity by fMRI and investigated subjective feelings of appe-
tite. We found insuffi ciency of postprandial suppression of food-related neural 
activity and formation of satiety feelings in patients with lipodystrophy, which 
might be largely due to leptin defi ciency. In March 2013, marketing and manufac-
turing approval was granted for metreleptin for the treatment of lipodystrophy in 
Japan on the basis of the results of our investigator-initiated trial. This is the fi rst 
global approval of leptin formulation. Leptin has potential as a drug for the treat-
ment of more common metabolic diseases including diabetes, hyperlipidemia, and 
fatty liver.  

        K.   Ebihara      (*) 
  Institute for Advancement of Clinical and Translational Science , 
 Kyoto University Hospital ,   Kyoto ,  Japan    

  Division of Endocrinology and Metabolism ,  Jichi Medical University ,   Shimotuke ,  Japan   
 e-mail: kebihara@jichi.ac.jp   

    K.   Nakao ,  M.D., Ph.D.    
   Professor,    Medical Innovation Center ,  Kyoto University Graduate 
School of Medicine ,   Kyoto ,  Japan    

© The Author(s) 2015 
K. Nakao et al. (eds.), Innovative Medicine, DOI 10.1007/978-4-431-55651-0_14

mailto:kebihara@jichi.ac.jp


166
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activated protein kinase)   •   fMRI (functional magnetic resonance image)   •   Reward 
system  

        Introduction 

 Leptin, an adipocyte-derived hormone originally identifi ed from hereditary obese 
mice (ob/ob mice) [ 1 ], plays crucial physiologic roles in the regulation of energy 
expenditure and food intake [ 2 – 6 ]. In obese animals and subjects, plasma leptin 
concentrations are increased in proportion to the degree of adiposity [ 7 – 9 ], indicating 
that leptin is a satiety signal communicating the size of adipose stores to the brain 
[ 10 – 12 ] and that leptin resistance is related to obesity [ 7 ,  13 – 15 ]. Leptin defi ciency 
in human subjects is associated with morbid obesity with insulin resistance, indicating 
the physiological role of leptin in both animal models and humans [ 16 ,  17 ]. Leptin 
is implicated in a number of manifestations seen in obese animal models [ 11 , 
 18 – 21 ]. In this chapter, we introduce our past basic and clinical studies for clinical 
application in lipodystrophy and its related diseases.  

    Transgenic Mice Overexpressing Leptin 

 To explore the clinical implications of leptin in vivo, we generated leptin transgenic 
(LepTg) mice displaying elevated plasma leptin concentrations comparable to those 
seen in obese subjects [ 22 ]. A fusion gene comprising the human SAP promoter 
upstream of the mouse leptin cDNA coding sequences was designed to target hor-
mone expression to the liver [ 23 ,  24 ]. Overexpression of leptin in the liver resulted 
in the complete disappearance of both white adipose tissues in mice [ 22 ]. Such a 
phenotype did not occur when transgene expression was targeted to adipose tissue, 
the endogenous site of leptin production, using adipocyte-specifi c promoters [ 25 ]. 
The hyperleptinemia seen in these LepTg mice provides a unique experimental sys-
tem in which the long-term effects of leptin are investigated in vivo [ 18 – 22 ]. LepTg 
mice exhibit augmented glucose metabolism and increased insulin sensitivity of 
both skeletal muscle and liver [ 22 ], supporting the concept that leptin acts as an 
antidiabetic hormone in vivo [ 26 – 28 ]. These studies suggest the potential useful-
ness of leptin treatment of diabetes and obesity.  

    Crossbreeding Experiment of LepTg Mice with A-ZIPTg Mice 

 Lipodystrophy is a disease characterized by a lack of adipose tissue. It can be 
developed by a genetic abnormality, immune disorder, viral infection, or drugs. 
Irrespective of the etiology, loss of adipose tissue leads to severe insulin-resistant 
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diabetes, hypertriglyceridemia, and fatty liver [ 29 ]. The precise mechanism by 
which this paucity of fat results in these metabolic disorders remains to be elucidated. 
Plasma leptin concentrations are markedly reduced in patients with lipodystrophy 
and in rodent models of lipodystrophy [ 30 – 33 ]. Given leptin’s antidiabetic action, 
leptin defi ciency may play a role in the pathogenesis of metabolic disorders in 
lipodystrophy; thus, leptin may be a drug for patients with lipodystrophy. 

 A mouse model of generalized lipodystrophy (A-ZIPTg mice) was generated by 
expressing in adipose tissue a protein that inactivates basic zipper transcription 
factors [ 32 ]. To assess the pathophysiological role and therapeutic potential of leptin 
in metabolic disorders associated with lipodystrophy, we crossed LepTg mice and 
A-ZIPTg mice to produce doubly transgenic (LepTg/A-ZIPTg) mice virtually lack-
ing adipose tissue and expressing approximately tenfold higher levels of leptin than 
normal controls [ 34 ]. LepTg/A-ZIPTg mice were hypophagic in comparison with 
A-ZIPTg mice and exhibited decreased hepatic steatosis. Glucose and insulin toler-
ance tests displayed increased insulin sensitivity and normal glucose tolerance in 
LepTg/A-ZIPTg mice, which was comparable to LepTg mice. Pair-feeding experi-
ments demonstrated that the effects of leptin were not solely due to decreased food 
intake. These results demonstrate that leptin can improve insulin resistance and dia-
betic manifestations in a mouse model of severe systemic lipodystrophy, indicating 
that leptin is therapeutically useful in the treatment of lipoatrophic diabetes [ 34 ].  

    Leptin Replacement Therapy in Japanese Patients 
with Lipodystrophy 

 Four-month leptin replacement therapy has been reported to improve glucose and 
lipid metabolism in lipodystrophy patients in the USA [ 35 ]. To elucidate the effi -
cacy, safety, and mechanisms underlying leptin replacement therapy in Asian 
patients with lipodystrophy, we treated seven Japanese patients, two acquired and 
fi ve congenital types, with a physiological replacement dose of leptin [ 36 ,  37 ]. 
Leptin replacement therapy dramatically improved fasting glucose levels (mean ± SE, 
172 ± 20 to 120 ± 12 mg/dl, P < 0.05) and triglyceride levels (mean ± SE, 700 ± 272 to 
260 ± 98 mg/dl, P < 0.05) within 1 week. By 2 months, six of seven patients were 
able to discontinue all antidiabetic drugs, including insulin. 

 To investigate the underlying mechanism of metabolic improvement by leptin, 
we evaluated insulin sensitivity using a hyperinsulinemic euglycemic glucose clamp 
study in human patients (Fig.  1 ). The glucose infusion rate as an index of insulin 
sensitivity was distinctly low at baseline but was improved month by month after 
the initiation of leptin therapy. We also evaluated the glucose tolerance and the abil-
ity of insulin secretion with the oral glucose tolerance test (Fig.  2 ). After 2 months 
of leptin therapy, the glucose level was dramatically improved and, at the same time, 
the ability of insulin secretion was also clearly improved. In lipodystrophy, triglyceride 
accumulates excessively in the cells of non-adipose tissues including the liver and 
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skeletal muscle [ 38 ]. In the liver, the amount of triglyceride accumulation is known to 
be correlated with the severity of insulin resistance [ 39 ]. Triglyceride accumulation 
in skeletal muscle also leads to insulin resistance [ 39 ]. In pancreatic beta cells, 
triglyceride accumulation is known to impair insulin secretion [ 39 ]. Cellular dys-
function caused by ectopic fat deposition has been referred as “lipotoxicity” [ 40 ]. 
To investigate the cancellation of lipotoxicity as a potential mechanism by which 
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leptin improves insulin sensitivity and insulin secretion, we evaluated the tissue 
lipid content in the liver and skeletal muscle in patients with lipodystrophy (Fig.  3 ). 
Liver volume as an index of fatty liver was calculated by computed tomography 
(CT). Leptin therapy effectively decreased liver volume. Skeletal muscle lipid con-
tent was estimated by magnetic resonance imaging (MRI). Skeletal muscle lipid 
content was also signifi cantly decreased after 4 months of leptin therapy. These 
results suggest that leptin improves insulin sensitivity at least partly by cancellation 
of lipotoxicity in the liver and skeletal muscle. Although we did not evaluate lipid 
content in pancreatic beta cells in this study, it is also possible that leptin improves 
insulin secretion by cancellation of lipotoxicity in beta cells.

     We also evaluated subjective feelings of appetite with a 100 mm visual analog 
scale [ 41 ] in patients before and after the initiation of leptin therapy. On this assess-
ment, participants were instructed to rate how hungry they were by marking on a 
scale before and after each meal. A higher score indicated a greater extent of hunger. 
As shown in Fig.  4 , the self-reported hunger scores before meals were not different 
between before and after the initiation of leptin therapy in most patients. In contrast, 
after meals, the score was effectively suppressed after leptin treatment in most 
patients. These results indicate that leptin reinforces the formation of satiety feel-
ings after a meal.
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  Fig. 3    Ectopic fat deposition in insulin-target tissues. ( a ) Liver volume calculated by CT in 10 
patients with generalized lipodystrophy before and after the initiation of leptin replacement 
therapy. ( b ) Skeletal muscle lipid content estimated by MRI before and 4 months after the initiation 
of leptin replacement therapy. *p < 0.05 vs baseline       
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       Signifi cance of Hepatic AMPK in the Metabolic 
Action of Leptin 

 Leptin effectively improves insulin sensitivity accompanied by dramatic reduction of 
fat content in the liver and skeletal muscle in patients with lipodystrophy [ 35 ,  37 ,  38 ]. 
Using rodent models, it was demonstrated that leptin activates 5′-AMP- activated 
protein kinase (AMPK) in the skeletal muscle through both central and direct 
pathways [ 42 ]. AMPK is a heterotrimeric enzyme that is conserved from yeast to 
humans and functions as a “fuel gauge” to monitor the status of cellular energy. 
AMPK potently stimulates fatty acid oxidation by inhibiting the activity of acetyl-
CoA carboxylase. Thus, AMPK activation by leptin is a plausible mechanism by 
which leptin reduces ectopic fat in the skeletal muscle. In addition to the skeletal 
muscle, recent studies have shown the physiological signifi cance of AMPK in the 
liver [ 43 ,  44 ]. However, the effect of leptin on hepatic AMPK activity remained to 
be determined. The role of AMPK in the pathogenesis of metabolic abnormalities in 
lipodystrophy also remained unclear. We investigated the effect of leptin on hepatic 
AMPK activities and the pathophysiological role of AMPK in A-ZIPTg mice, a 
mouse model of generalized lipodystrophy [ 45 ]. 

 We demonstrated that leptin activates hepatic AMPK through the central nervous 
system and alpha-adrenergic sympathetic nerves. AMPK activities were decreased 
in the fatty liver of A-ZIP/F-1 mice, and leptin administration increased AMPK 
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activities in the liver as well as in skeletal muscle with a signifi cant reduction in 
triglyceride content. Activation of hepatic AMPK with A769662 also led to a 
decrease in hepatic triglyceride content and blood glucose levels in A-ZIP/F-1 mice. 
These results indicate that downregulation of hepatic AMPK activities plays a 
pathophysiological role in the metabolic disturbances of lipodystrophy, and that 
hepatic AMPK activation is involved in the therapeutic effects of leptin.  

    fMRI Analysis of Food-Related Brain Activity in Patients 
with Lipodystrophy 

 Lipodystropic patients also exhibit eating disorders, which makes diet therapy 
diffi cult [ 46 ]. Leptin replacement therapy was shown to suppress appetite in lipo-
dystrophic patients [ 46 ,  47 ]. However, there is no report on the comparison of eating 
behaviors between healthy subjects and patients with lipodystrophy. Therefore, the 
pathophysiological role of leptin in eating disorders in patients with lipodystrophy 
remains unclear. From experimental studies in human and animals, it has long been 
established that leptin suppresses energy intake mainly by acting on the hypothala-
mus [ 11 ,  48 ]. However, there is little information about how the neural networks 
including the hypothalamus are infl uenced by leptin signals. Recently the advent of 
functional neuroimaging techniques such as functional magnetic resonance imaging 
(fMRI) has been providing novel insights into homeostatic and hedonic aspects of 
human eating behavior. fMRI measurements of food-related neural activity in con-
genital leptin-defi cient patients were reported [ 49 ]. These analyses revealed that 
leptin treatment modulates neural activity in reward and food-related areas such as 
the ventral striatum and orbitofrontal cortex. 

 To reveal the pathogenic mechanism of eating disorders in lipodystrophic 
patients, we measured food-related neural activity by fMRI scans and investigated 
subjective feelings of appetite under both fasting and postprandial conditions in 
patients and age- and sex-matched healthy subjects [ 51 ]. In addition, we performed 
the same sequential analyses in the same patients with leptin replacement therapy 
[ 51 ]. Although there was little difference in the enhancement of neural activity by 
food stimuli between patients and controls under fasting, postprandial suppression 
of neural activity was insuffi cient in many regions of interest including the amyg-
dala, insula, nucleus accumbens, caudate, putamen, and globus pallidus in patients 
compared with controls. Leptin treatment effectively suppressed postprandial neu-
ral activity in many of these regions of interest, whereas it showed little effect under 
fasting in patients. Consistent with these results, postprandial formation of satiety 
feelings was insuffi cient in patients compared with controls, which was effectively 
reinforced by leptin treatment. These results demonstrate the insuffi ciency of post-
prandial suppression of food-related neural activity and formation of satiety feelings 
in patients with lipodystrophy, which might be largely due to leptin defi ciency. This 
study also demonstrated that leptin has little involvement in the regulation of neural 
activity and eating behavior under fasting, whereas leptin plays a signifi cant role in 
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these regulations under postprandial conditions. We found that leptin suppressed 
neural activity in regions involved in the reward system such as the amygdala, 
hippocampus, NcA, and caudate. Further study is needed to elucidate the role of the 
reward system on appetite regulation by leptin.  

    Conclusions 

 Metreleptin is an analog of human leptin originally developed by Amgen and has 
been used for treatment in patients with lipodystrophy also in Japan. In July 2012, 
Shionogi originally fi led a New Drug Application (NDA), which was based on the 
results of our investigator-initiated trial conducted by the Kyoto University Graduate 
School of Medicine with assistance from the Translational Research Center (the 
current Institute for Advancement of Clinical and Translational Science) at Kyoto 
University Hospital. In March 2013, marketing and manufacturing approval was 
granted by the Japanese Ministry of Health, Labour and Welfare for subcutaneous 
metreleptin for the treatment of lipodystrophy. This is the fi rst global approval of 
leptin formulation [ 51 ]. In patients with lipodystrophy, leptin improved insulin 
resistance, hypertriglyceridemia, and fatty liver. We have demonstrated the thera-
peutic usefulness of leptin in insulin-defi cient diabetes, non-obese type 2 diabetes, 
type 2 diabetes with mild obesity, hypertriglyceridemia, and non-alcoholic fatty 
liver [ 45 ,  52 – 56 ]. Leptin has potential as a drug for the treatment of more common 
metabolic diseases including diabetes, hyperlipidemia, and fatty liver.     
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    Abstract     The natriuretic peptide family consists of three endogenous ligands: 
atrial natriuretic peptide (ANP), brain natriuretic peptide (BNP), and C-type 
 natriuretic peptide (CNP). They exert their biological actions through two subtypes 
of particulate guanylyl cyclase (GC): GC-A for ANP and BNP, and GC-B for 
CNP. Among the natriuretic peptide family members, ANP and BNP are cardiac 
hormones that are produced and released from the atrium and ventricle of the heart, 
respectively, and play important roles in the regulation of the cardiovascular system. 
On the other hand, although CNP and its receptor, GC-B, exist ubiquitously in the 
body, we elucidated that the CNP/GC-B system is a crucial stimulator of endochon-
dral bone growth, using CNP or GC-B knockout or transgenic mice. We planned to 
utilize the activation of the CNP/GC-B pathway as a novel therapeutic strategy for 
skeletal dysplasia, which consists of multiple skeletal diseases including those with 
impaired bone growth. We tried to investigate this effect on impaired skeletal growth 
in a mouse model of achondroplasia, the most common form of skeletal dysplasias, 
and successfully recovered the skeletal phenotype by using transgenic technology 
or by administration of synthetic CNP. In the future, the activation of the CNP/
GC-B system may constitute a novel therapeutic strategy for the treatment of 
 skeletal dysplasias.  
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        Introduction 

 The natriuretic peptide family consists of three endogenous ligands: atrial  natriuretic 
peptide (ANP), brain natriuretic peptide (BNP), and C-type natriuretic peptide 
(CNP) [ 1 ]. They exert their biological actions through two subtypes of particulate 
guanylyl cyclase (GC): GC-A for ANP and BNP, and GC-B for CNP [ 2 ]. Among 
the natriuretic peptide family members, ANP and BNP are cardiac hormones that 
are produced and released from the atrium and ventricle of the heart, respectively, 
and play important roles in the regulation of the cardiovascular system [ 3 – 7 ]. CNP, 
a third member of the natriuretic peptide family, was fi rst purifi ed from porcine 
brain [ 8 ]. Therefore, CNP was thought to be the primary natriuretic peptide in the 
brain, but has been proved to exist ubiquitously in the body, e.g., in the blood 
 vessels, gonads, adrenal gland, etc. [ 9 – 15 ] (Fig.  1 ). Furthermore, analysis of the 
CNP/GC-B system in genetically engineered mice revealed that CNP and GC-B 
play a pivotal role in the regulation of endochondral bone growth.
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  Fig. 1    Schematic representation of the distribution of the CNP/GC-B system. CNP and its 
 receptor, GC-B, exist ubiquitously in the body       

 

A. Yasoda and K. Nakao



179

       Skeletal Phenotypes of the CNP/GC-B System in Genetically 
Engineered Mice 

 Targeted disruption of the CNP gene ( Nppc ) causes prominent short stature due to 
impaired bone growth in mice [ 16 ] (Fig.  2 ). Mammalian bones are formed through 
two different mechanisms, endochondral ossifi cation and membranous ossifi cation. 
Most mammalian bones are formed through endochondral ossifi cation, in which the 
growth of bone is dependent on the growth of cartilaginous anlage as the scaffold of 
bone; later, it is replaced by calcifi ed bone [ 17 ]. In the process of endochondral 
ossifi cation, chondrocytes in the growth plate undergo proliferation, hypertrophy, 
and cell death, and fi nally are replaced by osteoblasts. The short-stature phenotype 
of CNP knockout (CNP-KO) mice results from impaired bone growth through 
endochondral ossifi cation. Histological analysis of the growth plate of CNP-KO 
mice revealed that every chondrocyte layer of the growth plate is narrower in 
CNP-KO mice than in wild-type mice. Furthermore, mice depleted with the GC-B 
gene ( Npr2 ) exhibit the same short-stature phenotype observed in CNP-KO mice, 
demonstrating that the CNP/GC-B system is a physiologically important stimulator 
of endochondral bone growth [ 18 ].
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  Fig. 2    Gross phenotype 
( upper panel ) and growth 
curve ( lower panel ) of the 
CNP-KO mouse       
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   In contrast, cartilage-specifi c CNP transgenic mice under the control of type II 
collagen promoter (col2-CNP-Tg mice) exhibit prominent overgrowth of bones 
formed through endochondral ossifi cation [ 19 ] (Fig.  3a ). In contrast to CNP- or 
GC-B-KO mice, every chondrocyte layer, especially hypertrophic chondrocyte 
layer, of the growth plate of col2-CNP-Tg mice is wider than that of wild-type mice 
(Fig.  3b ). Collectively, the CNP/GC-B system is a physiological stimulator of endo-
chondral bone growth and can potently stimulate bone growth as a local regulator.

       Importance of CNP/GC-B Signaling in Endochondral Bone 
Growth in Humans: Lessons from Rare Congenital Skeletal 
Disorders 

 Skeletal dysplasias are human genetic disorders of the skeleton, whose feature is 
impairment of bones. In 2004, Bartels et al., reported that acromesomelic dysplasia, 
type Maroteaux, one form of skeletal dysplasia with a severely impaired bone 

  Fig. 3    Cartilage-specifi c 
CNP transgenic mouse. 
( a ) Gross appearance of 
female cartilage-specifi c CNP 
transgenic (col2-CNP-Tg) 
mouse and its wild-type litter 
mate at the age of 10 weeks. 
( b ) Immunohistochemical 
staining for type X collagen 
of a histological section of 
the tibial growth plates       
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growth phenotype, is caused by a loss-of-function mutation in the human GC-B 
gene [ 20 ]. In fact, the skeletal phenotype observed in this disorder was just the same 
as that of GC-B-KO mice, and here for the fi rst time, the CNP/GC-B signaling was 
proved to be a physiological and potent stimulator of endochondral bone growth not 
only in mice but also in humans. Later, in 2012, Miura et al., reported a Japanese 
case of skeletal overgrowth phenotype and showed that it was caused by a constitu-
tively activated mutation in the GC-B gene [ 21 ]. They also reported a Korean case 
of skeletal overgrowth caused by a constitutive active mutation in the GC-B gene 
[ 22 ]. Thus, the notion that the CNP/GC-B system is a potent stimulator of 
 endochondral bone in human is fi rmly established so far.  

    Translational Research into Activation of CNP/GC-B 
Signaling for Skeletal Dysplasias 

 Following these results, we planned to start translational research into activation of 
the CNP/GC-B system for disorders with impaired bone growth in skeletal dyspla-
sias. Achondroplasia is the most common form of skeletal dysplasias, with a birth 
prevalence of ~1:10,000. Patients suffering from achondroplasia exhibit short 
 stature (fi nal height: ~130 cm in males and ~120 cm in females) and a short-limbed 
dwarf phenotype owing to impaired endochondral bone growth, and it had been 
shown to be caused by a constitutive active mutation in the FGF receptor 3 (FGFR3) 
gene, followed by a decrease in the proliferation of chondrocytes in the growth plate 
[ 23 ,  24 ]. Current therapies for achondroplasia consist of distraction osteogenesis, an 
orthopedic procedure, and administration of growth hormone [ 25 ]. Although dis-
traction osteogenesis gives better results, it lays a burden on patients and limits their 
quality of life. Growth hormone has a minimal effect. Therefore, we started transla-
tional research into activation of the CNP/GC-B system for this disease. We obtained 
transgenic mice with targeted overexpression of activated FGFR3 (G380R mutation 
in humans) in cartilage, using type II collagen promoter as a mouse model of achon-
droplasia (Ach mice) [ 26 ]. As shown in Fig.  4 , Ach mice show short stature and an 
impaired bone growth phenotype, and mimic the skeletal phenotype of achondro-
plastic patients. We achieved targeted overexpression of CNP in the growth plate of 
Ach mice by crossing them with col2-CNP-Tg mice. The short stature observed in 
Ach mice, owing to their impaired bone growth, was recovered in the double 
 transgenic Ach/col2-CNP-Tg mice and grew almost comparable to that of wild-type 
mice (Fig.  4 ). As was previously reported, the length of the Ach mice was signifi -
cantly shorter at least at the third week after birth, and more than 10 % shorter after 
6 weeks of age, than that of their wild-type litter mates. In Ach/col2-CNP-Tg mice, 
the decrease in the length of Ach mice was recovered, and the length became 
 comparable to that of their wild-type litter mates. A soft x-ray picture revealed that 
the shortening of Ach bones was almost completely recovered in double transgenic 
bones. But the width of the cranium, which is made through membranous 
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ossifi cation, was not changed. Histological examination of the tibial growth plate 
showed that the width of the growth plate of Ach mice was shorter than that of wild-
type mice, but was restored in the growth plate of the double transgenic mice [ 19 ].

   Next, in order to test the effect of elevated plasma concentrations of CNP on 
endochondral bone growth, we generated transgenic mice with an elevated plasma 
concentration of CNP, using human serum amyloid P component promoter, which 
enables targeted overexpression of CNP in the liver (SAP-CNP-Tg mice) (Fig.  5 ). 
The resultant SAP-CNP-Tg mice, which have about two times the plasma CNP 
concentration of wild-type mice, exhibited skeletal overgrowth just like col2-CNP-
 Tg mice [ 27 ]. Then we mated Ach mice with the SAP-CNP-Tg mice and tried to 
rescue the impaired endochondral bone growth of Ach mice by increased  circulating 
CNP. We could successfully rescue the short-stature phenotype of Ach mice in the 
double transgenic Ach/SAP-CNP-Tg mice (Fig.  6a ). After 6 weeks of age, the short 
stature observed in Ach mice was completely rescued in Ach/SAP-CNP-Tg mice. 

  Fig. 4    Skeletal rescue of achondroplastic model mouse by targeted overexpression of CNP in 
cartilage. The gross appearance ( left ) and soft x-ray picture ( right ) of litter mates of the mice at the 
age of 3 months are depicted       

  Fig. 5    Generation of CNP transgenic mice with increased circulating CNP under the control of 
human serum amyloid P component (SAP) promoter. Gross appearance ( left ) and soft x-ray picture 
( right ) of litter mates of the mice at the age of 15 weeks are depicted       
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Skeletal analysis by a soft x-ray picture also exhibited that the impaired bone growth 
of Ach mice was rescued by increased circulating CNP (Fig.  6b ). The lengths of the 
humerus, radius, ulna, femur, and tibia of the double transgenic mice were rather 
longer than those of wild-type mice. Histological examination revealed that the 
shortened growth plate of Ach mice was rescued in Ach/SAP-CNP-Tg mice and 
became rather elongated in comparison with the wild-type mice [ 28 ].

    Finally, we tried to administrate CNP to Ach mice. Ach mice were about 10 % 
shorter than wild-type mice at the beginning of administration at the age of 3 weeks. 
Administration of CNP at the dose of 1 μg/kg/min stimulated the growth of Ach 
mice, and their length was almost comparable to that of wild-type mice at the end of 
the 4-week administration period (Fig.  7a ). A soft x-ray picture revealed that the 
impaired skeletal growth observed in Ach mice was recovered by administration of 
CNP. Administration of 0.1 μg/kg/min of CNP considerably rescued the shortness 
of Ach bones, and 1 μg/kg/min elongated them to an extent rather longer than those 
of vehicle-treated wild-type mice. Histological examination revealed that the narrowed 
growth plate of Ach mice was recovered and became comparable to that of wild-
type mice through administration of CNP at the dose of 1 μg/kg/min (Fig.  7b ) [ 28 ].

       Conclusions and Future Prospects 

 We have elucidated that CNP/GC-B signaling is a physiological stimulator of endo-
chondral bone growth and exhibited that the activation of this pathway strongly 
stimulates longitudinal bone growth in mice model. Furthermore, clinical reports 
showed that decreased signaling of this pathway causes impaired endochondral 
bone growth (acromesomelic dysplasia, type Maroteaux), and increased signaling 
causes skeletal overgrowth phenotype in humans. We started translational research 
into CNP/GC-B therapy for skeletal dysplasias using a mouse model of achondro-
plasia, and successfully rescued their impaired skeletal growth phenotype. 

  Fig. 6    Skeletal rescue of achondroplastic model mouse by increased circulating CNP. Gross 
appearance ( left ) and soft x-ray picture ( right ) of litter mates of the mice at the age of 3 months are 
depicted       
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 Nevertheless, there remain several problems to be solved to make CNP/GC-B 
therapy a reality for skeletal dysplasias. In the preclinical study described here, we 
had to administrate CNP intravenously, not subcutaneously, because CNP is easily 
degraded by subcutaneous endopeptidase. First, therefore, in the event that we use 
CNP, we must develop a way of administering CNP. Second, in relevance to this 
point, modifi cation of the clearance system of CNP may be another approach for 
activating the CNP/GC-B system [ 29 ].     

  Acknowledgments   We thank Dr. D. M. Ornitz for the Ach mice used in this work.  

  Fig. 7    Skeletal rescue of 
achondroplastic model mouse 
by continuous intravenous 
injection of CNP at the dose 
of 1 μg/kg/min. Gross 
appearance ( a ) and 
histological pictures of the 
vertebral growth plates ( b , 
safranin-O staining) of the 
mice at the end of the 4-week 
treatment       
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      Clarity and Challenges in Tissue Fibrosis                     

       Scott     L.     Friedman     

    Abstract     The tremendous progress in understanding the mechanisms of tissue fi bro-
sis has led to realistic hopes for effective antifi brotic therapies in a range of diseases, 
including hepatic fi brosis, idiopathic pulmonary fi brosis, and renal  fi brosis, as well as 
fi brotic disorders of muscle, heart, skin and bone marrow. Common mechanisms 
across these different tissues have unearthed targets that may be  relevant to many 
organs. Best understood are pathways leading to hepatic fi brosis, which also predis-
pose to hepatocellular carcinoma. Hepatic stellate cells are the principal fi brogenic 
cells in the liver following their activation into myofi broblasts, and their detailed char-
acterization has unearthed many targets for therapy. Increasingly, investigators now 
rely on genetic mouse models to defi ne contributions of specifi c molecules, in hopes 
of antagonizing these molecules as therapeutic targets. Both genomic and molecular 
approaches are unveiling new patterns of gene expression and molecules. A robust 
framework for antifi brotic drug discovery has been developed, and many agents are in 
clinical trials. With iterative evaluation of drug candidates in both animal models and 
humans, accelerated progress in bringing these drugs to patients is anticipated.  

  Keywords     Hepatic fi brosis   •   Stellate cells   •   Antifi brotic   •   Cirrhosis   •   Pulmonary 
fi brosis   •   Autophagy   •   Fibrogenesis   •   Macrophages  

        Introduction 

 The topic of tissue fi brosis has become increasingly important in clinical medicine 
with the realization that up to 45 % of all deaths in the industrialized world are due 
to fi brotic diseases of various organs [ 1 ]. Great strides have been made in 
 understanding the cellular basis, molecular mechanisms, and both tissue specifi c 
and generalized features of fi brosis across organs. 

 Generally, fi brosis mechanisms are similar across different tissues, including the 
heart, lung, liver, pancreas, kidney, bone marrow, CNS, and skin, among others [ 2 ]. 
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In each case, common events include injury to epithelial tissues that leads to activation 
of resident mesenchymal cells, or myofi broblasts. While the mechanisms of fi bro-
genesis are similar, the likelihood of regeneration and regression varies widely 
across organs. Also highly variable is the underlying regenerative capacity of each 
organ, with the liver being most regenerative and the lung showing the least capacity 
for tissue regeneration. Ongoing epithelial injury typically tips the balance toward 
progressive fi brosis rather than regression, yet the factors underlying this critical 
balance are not well understood.  

    Liver Fibrosis 

    Mechanisms 

 In the liver, fi brosis is a common pathway among many different etiologies, 
 including viral hepatitis B and C, nonalcoholic steatohepatitis, and alcoholic liver 
disease, as well as inherited metabolic disorders, drug-induced liver injury, immune 
disorders, and neonatal cholestatic syndromes [ 3 ]. As noted above, the liver is 
 relatively unique in the long duration of fi brosis, such that, typically, chronic injury 
must persist for decades before advanced fi brosis, also known as cirrhosis,  develops. 
Once cirrhosis is present, however, the liver harbors a dramatically increased risk of 
hepatocellular carcinoma (HCC), which currently has the fastest rising tumor 
 incidence in the world [ 4 ]. Moreover, HCC is the second leading cause of cancer 
mortality worldwide, yet curative therapies are rarely available unless aggressive 
screening methods are used to detect small tumors that are resectable or amenable 
to local tissue ablation. 

 The mechanisms of fi brosis in the liver have been greatly clarifi ed thanks to the 
development decades ago of methods to isolate and grow the primary fi brogenic 
cells in the liver, the hepatic stellate cells. The cell type is a resident pericyte, which 
has the unusual feature of storing large amounts of vitamin A, or retinoids, in 
 perinuclear cytoplasmic droplets [ 5 ]. Thus, this cell type is the primary storage 
depot for retinoids in the body. Following injury, hepatic stellate cells undergo a 
very characteristic activation, or trans-differentiation, yielding a highly fi brogenic 
and contractile cell. During this process, they release retinoids and acquire more 
 prominent contractile fi laments, as well as a whole range of new features that 
 collectively can be considered a “conspiracy to make a scar”. This activation includes 
upregulation of energetic receptors, increased pro-infl ammatory and  profi brogenic 
cytokines, and increased signals that promote cell survival. 

 More recently, additional subtle features of stellate cell activation and liver 
 fi brosis have been uncovered. Prominent among these is an increasingly nuanced 
appreciation for infl ammatory cell subset composition that changes from normal to 
injured liver, including different types of NK cells, NKT cells, and other lymphocyte 
subsets, as well as alterations in macrophage composition [ 6 ,  7 ]. Additionally, 
there has been increasing appreciation for the contribution of adipokines to fi brosis 

S.L. Friedman



189

 progression and regression [ 8 ,  9 ]. In general, adiponectin is considered anti- 
infl ammatory and antifi brotic, whereas leptin is pro-infl ammatory and fi brogenic. 
Additional adipokines are under study, and their relevance to human disease has 
been heightened by the growing epidemic of nonalcoholic fatty liver disease, [ 10 ] 
which promises to dwarf the public health impact of viral hepatitis in the USA and 
Europe, and possibly Asia [ 11 ]. 

 Another important development has been the discovery that activated hepatic 
stellate cells can revert to an inactivated phenotype when liver injury resolves [ 12 –
 14 ]. Previously, apoptosis had been the major mechanism invoked to account for 
loss of activated stellate cells when fi brosis regresses [ 15 ]. However, now that 
 reversion to an inactivated state has been validated in animal models, this indicates 
that there is a reservoir of cells that can both activate and then de-activate. Moreover, 
the activated cells are distinct from truly quiescent stellate cells in their capacity to 
re- activate more briskly.  

    Role of Autophagy 

 Our studies have recently focused on a vital intracellular pathway known as 
 autophagy [ 16 ] and its contribution to hepatic stellate cell activation. The work was 
spurred by a seminal observation reported by Czaja and colleagues in 2009 [ 17 ], 
demonstrating that hepatocytes utilize autophagy to provide intracellular energy 
when stressed, through hydrolysis of intracellular lipids. This raised the interesting 
prospect that stellate cells, which are “professional” lipid-storing cells, might also 
exploit autophagy to metabolize intracellular lipids. We addressed this prospect by 
inhibiting autophagy either chemically or genetically in hepatic stellate cells to 
assess the impact on stellate cell activation [ 18 ]. Through a variety of methods, our 
data clearly indicated that autophagy of stellate cells is required to provide short- 
term but vital intracellular energy as the cell undergoes the highly energy intensive 
process of activation. Moreover, the block in stellate cell activation conferred by 
autophagy inhibition could be overcome if the cells were provided exogenous 
energy in the form of oleic acid, a monounsaturated omega-9 fatty acid. 

 Of broader signifi cance, our work demonstrated that autophagy is equally vital 
to fi brogenesis in mesenchymal cells from other tissues as well. Specifi cally, 
 embryonic fi broblasts from mice genetically lacking Atg5, a key autophagy 
 regulatory protein, have reduced expression of collagen I, beta-PDGF receptor, 
alpha smooth muscle actin, and matrix metalloproteinase-2 [ 18 ]. Similarly, block-
ing autophagy in mouse mesangial cells and human pulmonary fi broblasts yielded 
similar antagonism of fi brogenic properties. 

 Taken together, these fi ndings implicate autophagy in a new context in which the 
pathway is essential for energy production in cellular fi brosis. While a simplistic 
interpretation would be that autophagy blockade could lead to decreased fi brosis, in 
reality autophagy is an essential pathway for the homeostasis of epithelial cells, and 
many animal models demonstrate that blocking autophagy in these cells is 
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 deleterious to organ function. Therefore, any therapeutic exploitation of autophagy 
inhibition would need to be highly targeted only to fi brogenic cells and not affect 
surrounding epithelia or other cell types.  

    Genetic Models of Liver Fibrosis 

 In more recent studies, we have begun using genetic models to explore other  features 
of stellate cell activation and biology. We recently developed a mouse model in 
which stellate cells can be selectively ablated [ 19 ]. The model utilizes transgenic 
expression of the herpes simplex thymidylate kinase gene, which, when expressed 
in proliferating cells, renders them susceptible to killing by the antiviral drug 
 ganciclovir. To perform these studies, induction of liver injury was required in order 
to provoke stellate cell proliferation so they would be susceptible to killing. As 
expected, depletion of stellate cells led to reduced fi brosis and diminished expres-
sion of stellate cell activation markers, both following carbon tetrachloride or duct 
ligation models of injury and fi brosis. We also analyzed infl ammatory gene expres-
sion and specifi cally detected increased hepatic expression of interleukin-10 and 
interferon-gamma following depletion. These results reinforce the central role of 
stellate cells in liver fi brosis, but also highlight its contribution to modifying the 
infl ammatory milieu in liver injury.  

    Reversibility of Hepatic Fibrosis 

 Among the most exciting discoveries has been the recognition that hepatic fi brosis 
and even cirrhosis are reversible. While animal studies supported this conclusion for 
many years, there is now strong human evidence for fi brosis regression. The 
 evidence is clearest in patients who have either complete suppression of hepatitis B 
or cured hepatitis C [ 20 ,  21 ]. In each circumstance, removing active viral infection 
leads to substantial fi brosis regression and restoration of normal architecture, even 
in a majority of cirrhotic patients. 

 The mechanisms underlying fi brosis reversibility represent a fertile avenue for 
uncovering targets whose manipulation could accelerate fi brosis regression in 
human disease, even when the primary etiology is not controlled—for example, 
nonalcoholic steatohepatitis. In the liver, increasing evidence implicates subsets of 
hepatic ‘LY6C-lo’ macrophages as harboring a fi brolytic profi le that contributes to 
matrix degradation when liver injury subsides [ 22 ]. Therapeutic efforts to exploit 
this fi nding include cytokine therapies that could amplify subpopulations of fi bro-
lytic macrophages, or even ex vivo cell differentiation using genetic techniques, 
followed by re-infusion of fi brolytic cells. There are, however, other pathways of 
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matrix degradation, whose quantitative contribution to fi brosis regression in vivo 
are not completely clarifi ed. For example, dendritic cells secrete MMP-9 [ 23 ], 
whereas neutrophils secrete MMP-8. Further clarifi cation of the mechanisms 
 underlying fi brosis regression are likely to emerge with continued use of more 
refi ned genetic mouse models, combined with the ability to analyze in detail the 
features of fi brosis regression in human liver disease [ 24 ]. The latter prospect is 
especially attractive with the availability of direct-acting antivirals for hepatitis C, 
which promise to cure disease in greater than 90 % of patients with fewer side 
effects then previous interferon-based therapies [ 25 ,  26 ]. Thus, with more patients 
who have advanced fi brosis achieving an HCV cure, it will be highly informative to 
analyze liver tissues in order to characterize those features that contribute to fi brosis 
regression in human disease.   

    Genomics of Fibrosis 

 With the era of “big data” upon us, we are now using genomic methods to evaluate 
large data sets in hopes of uncovering unique and important antifi brotic drug targets. 
Several databases exist in which gene expression patterns in response to known 
drugs can be interrogated for different cell types, including mesenchymal cells [ 27 ]. 
Using this approach, we seek to identify stellate cell-specifi c genes whose antago-
nism could yield an antifi brotic effect. Antagonism could be achieved using either 
neutralizing antibodies, siRNAs, or small molecules. The regulatory paths for 
approval for such agents are yet to be clarifi ed, but there is intense activity in the 
drug development world, in partnership with the FDA, to accelerate the develop-
ment of clinical trial designs that can shorten drug testing and bring effective thera-
pies to patients with fi brotic diseases more quickly. 

 From a clinical perspective, there are important lessons about development and 
testing of antifi brotic drugs acquired from years of testing agents for idiopathic 
pulmonary fi brosis [ 2 ,  28 ,  29 ]. The contrast to hepatic fi brosis is interesting, in that 
pulmonary fi brosis is a catastrophic illness with a median survival of 3 years, in 
contrast to the slow progress of hepatic fi brosis. In part, this poor prognosis has 
driven more aggressive efforts to test and approve antifi brotic drugs faster. Partly as 
a result of this more extensive trial experience, pulmonary fi brosis trials are now 
underpinned by well-validated functional tests, whose improvement is acceptable to 
regulatory agencies as an indication of drug effi cacy. Moreover, methods have been 
developed to sample bronchoalveolar lavage macrophages as biosensors of drug 
effi cacy and some specifi c trials have sought to antagonize TGF-beta activation. 
Studies of liver fi brosis will benefi t from lessons learned in the pulmonary fi eld, and 
drugs proven effective in the latter group may be equally valuable to patients with 
chronic liver disease who are at risk for cirrhosis.  
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    Framework for Antifi brotic Therapies 

 A framework for organizing our understanding of potential antifi brotic therapy 
delivery is well established. The fi rst principle is to determine if a particular  pathway 
or target is a “core” or “regulatory” one [ 30 ]. Core pathways are typically common 
to two or more tissues and species, are essential for fi brosis, and are presumed to 
have an earlier evolutionary role. In contrast, a regulatory pathway might be one that 
is more tissue specifi c and therefore less likely to elicit off-target effects following 
its antagonism in a clinical setting. A recent example of an ideal core pathway is 
alphaV integrin, based on studies by Henderson et al. [ 31 ], which demonstrated that 
this pathway is critical to driving fi brosis in several tissues. Moreover, development 
of small-molecule antagonists to this integrin are well underway and represent a 
drug development path that has already been well established for other disease 
 indications [ 32 ]. 

 The point of attack for fi brosis therapies and liver include: (1) reducing the 
 primary disease—for example, antivirals or abstinence from alcohol, among others; 
(2) reducing tissue injury and fostering epithelial repair through the use of epithelial 
protectants, anti-infl ammatory agents, or modulation of infl ammatory cell subsets, 
as described above; (3) blocking myofi broblast proliferation, angiogenesis, or 
 contractility, using specifi c cytokine receptor antagonists; (4) promoting apoptosis 
of activated myofi broblasts; (5) stimulating metalloproteinase activity, either 
through induction of these enzymes or through antagonism of their natural inhibitors— 
specifi cally, tissue inhibitors of metalloproteinases. A detailed description of the 
agents in these different categories is beyond the scope of this review, but the reader 
is referred to several articles [ 33 – 35 ].  

    Summary 

 There are four major conclusions of this work:

    1.    Tissue fi brosis mechanisms are suffi ciently clarifi ed to expect progress in devel-
oping and testing antifi brotic drugs.   

   2.    While most mechanisms of fi brosis are shared across organs, each site or tissue 
presents unique challenges to drug development and clinical trial design.   

   3.    Clinical trial development will require robust, validated endpoints that correlate 
with clinical outcomes.   

   4.    We are reaching a “tipping point” of interest and emerging clinical trials that will 
establish proof of principal for antifi brotic drugs.         

Open Access This chapter is distributed under the terms of the Creative Commons Attribution 
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      TRP Channels: Their Function 
and Potentiality as Drug Targets                     

       Motohiro     Nishida    ,     Koichiro     Kuwahara    ,     Daisuke     Kozai    , 
    Reiko     Sakaguchi    , and     Yasuo     Mori     

    Abstract     The transient receptor potential (TRP) proteins are a family of ion 
channels that act as cellular sensors as well as signal integrators. Several members 
of the TRP family are sensitive to changes in cellular redox status. Among them, 
TRPA1 is remarkably susceptible to various oxidants and is known to mediate 
neuropathic pain and respiratory, vascular, and gastrointestinal functions, making 
TRPA1 an attractive therapeutic target. However, a method to achieve selective 
modulation of TRPA1 by small molecules has not yet been established. Most 
recently, we found that a novel  N -nitrosamine compound activates TRPA1 by 
 S -nitrosylation (the addition of a nitric oxide (NO) group to cysteine thiol) and does 
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so with signifi cant selectivity over other NO-sensitive TRP channels. It is proposed 
that this subtype selectivity is conferred through synergistic effects of electrophilic 
cysteine transnitrosylation and molecular recognition of the non-electrophilic moi-
ety on the  N -nitrosamine. On the other hand, TRPCs are typical receptor-activated 
Ca 2+ -permeable cation channels, which sense messenger molecules generated 
downstream of phospholipase activation. Previously, activation of TRPC3 and 
TRPC6 by diacylglycerol has been reported to play important roles in the pathogen-
esis of cardiac hypertrophy. Also, a pyrazole compound, Pyr3, which selectively 
inhibits TRPC3, suppresses cardiac hypertrophy in animal models in vitro and 
in vivo. We have most recently found that Pyr3 and related compounds are effective 
in suppressing cardiac fi brosis and ischemia responsible for cardiac remodeling as 
well. Thus, in this chapter, we describe the molecular pharmacology of TRP modu-
lators and discuss their modulatory mechanisms and pharmacological actions.  

  Keywords     Electrophile   •   Nitric oxide   •   Non-electrophilic compound   •   Oxidative 
stress   •   Transnitrosylation   •   TRP channel   •   TRPA1  

        Introduction 

 In 1989, the transient receptor potential (TRP) protein was fi rst identifi ed as being 
encoded by the  trp  gene of  Drosophila  [ 1 ]. The TRP protein superfamily consists of 
a diverse group of calcium ion (Ca 2+ )-permeable non-selective cation channels, and 
is found in most living organisms [ 2 – 4 ]. Mammalian TRP channels are currently 
divided into TRPC (canonical), TRPV (vanilloid), TRPM (melastatin), TRPP 
(polycystic kidney disease), TRPML (mucolipin) and TRPA (ankyrin) subfamilies. 
TRP channels have a tetrameric subunit stoichiometry, and each subunit contains 
cytoplasmic N- and C-terminal regions, six transmembrane (TM) domains and a 
pore- forming region between TM5 and TM6. TRP channels are sensitive to a variety 
of stimuli, including receptor stimulation, temperature, plant-derived compounds, 
environmental irritants, osmotic pressure, mechanical stress, pH, and voltage from 
the extracellular and intracellular milieu, and are involved in diverse physiological 
and pathological processes [ 2 ,  5 – 16 ]. 

 Certain TRP channels respond well to mediators of oxidative stress, such as reac-
tive oxygen species (ROS), reactive nitrogen species (RNS), and other electrophiles 
[ 17 – 20 ]. Canonically known as damaging molecules causing cellular dysfunction, 
ROS and RNS are increasingly recognized as cell-signaling molecules [ 21 ,  22 ]. 
The fi rst identifi ed ROS-sensitive TRP channel, TRPM2, is activated by hydrogen 
 peroxide (H 2 O 2 ) and mediates several cellular responses, including cell death and 
chemokine production [ 23 – 26 ]. TRPM7, which can be modulated by both ROS and 
RNS, is an essential mediator of anoxic cell death [ 27 ,  28 ]. Some members of the 
TRPC and TRPV subfamily, including TRPC5 and TRPV1, are activated by H 2 O 2 , 
nitric oxide (NO), and reactive disulfi des [ 29 ]. In addition, TRPA1 is remarkably 
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activated by various oxidants, including ROS, RNS, reactive disulfi des, and other 
electrophiles [ 30 – 33 ]. 

 Among TRP subfamilies, TRPCs are typical receptor-activated Ca 2+ -permeable 
cation channels, which sense messenger molecules generated downstream of phos-
pholipase activation. Previously, Kuwahara [ 34 ] and Nishida [ 35 ] separately showed 
that TRPC3 and TRPC6 activated by DAG play important roles in the pathogenesis 
of cardiac hypertrophy. Also, Mori developed a pyrazole compound, Pyr3, which 
selectively inhibits TRPC3 and suppresses cardiac hypertrophy in animal models 
in vitro and in vivo [ 36 ]. In our recent progress in studying the pharmacological 
action of Pyr3 and related compounds, their modulators have turned out to be highly 
effective in suppressing cardiac fi brosis and ischemia responsible for cardiac remod-
eling. Thus, TRPC3 and TRPC6 are emerging as critical targets in development of 
drugs relevant to therapies for heart failure.  

    Modulation of Trpa1 Channel Activity 

    Oxidation Sensitivity of the Trpa1 Channel 

 TRPA1 responds to various oxidative stress mediators and environmental electro-
philes (Table  1 ). Cysteine residues within a protein are direct targets for the oxidant 
signal reaction [ 74 ,  75 ]. TRPA1 is not an exception in this characteristics. Its activa-
tion by oxidants is proposed to be mediated via oxidative modifi cation of the free 
sulfhydryl group of cysteine residues, as described for the activation of TRPC5 and 
TRPV1 [ 29 ,  76 ].

   For TRPA1, the oxidation sites have been identifi ed (Fig.  1 ). Simultaneous muta-
tion of three cysteine residues within the cytoplasmic N-terminus of human TRPA1 
(Cys621, Cys641, and Cys665) decreases TRPA1 channel activation by several 
exogenous cysteine-modifying electrophiles, such as isothiocyanates (e.g. AITC), 
α,β-unsaturated aldehyde compounds (e.g. acrolein,  N -methylmaleimide, and cin-
namaldehyde), allicin from garlic, and diallyl disulfi de [ 30 ,  37 ,  38 ]. Lys710 is also 
suggested to be involved in the activation of TRPA1 by AITC. Three cysteine resi-
dues in mouse TRPA1 (Cys415, Cys422, and Cys622, conserved in the human 
homolog as Cys414, Cys421, and Cys621) were independently identifi ed as the 
target sites for AITC and cinnamaldehyde [ 31 ]. Intracellular Zn 2+  also activates 
human TRPA1 by interacting with Cys641 and C-terminal Cys1021/His983 [ 78 ]. 
Systematic evaluation of TRP channels was performed using a series of reactive 
disulfi des, such as bis(5-nitro-2-pyridyl) disulfi de and diallyl disulfi de [ 33 ]. These 
compounds possess a different electron acceptor (oxidation) capacity (manifested 
as redox potential), and these studies revealed that only TRPA1 responds to the inert 
electrophile diallyl disulfi de among TRP channels. Thus, TRPA1 can sense inert 
oxidant O 2 , and O 2  activation of TRPA1 is by oxidation of Cys633 and/or Cys856, 
located intracellularly within, respectively, the N-terminal region and the putative 
linker region between TM4 and TM5 [ 33 ]. In addition, TRPA1 cysteine residues 
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    Table 1    TRPA1 modulators   

 Class of compound  Compound  Reference 

 Activators (electrophilic)  Allyl isothiocyanate (AITC)  [ 30 ] 
 Acrolein  [ 30 ] 
  N -methylmaleimide  [ 30 ] 
 Cinnamaldehyde  [ 30 ] 
 Bis(5-nitro-2-pyridyl) disulfi de  [ 33 ] 
 Allicin  [ 37 ,  38 ] 
 Diallyl disulfi de  [ 30 ] 
 2-Chloroacetophenone  [ 17 ,  39 ] 
 Methylvinylketone  [ 40 ] 
 Umbellulone  [ 41 ] 
 Ligustilide  [ 42 ] 
 Hydroxy-α-sanshool (α-SOH)  [ 43 ] 
 6-Shogaol  [ 43 ] 
 Etodolac  [ 44 ] 
 Glibenclamide  [ 45 ] 
 Auranofi n  [ 46 ] 
 4-Hydroxy-2-nonenal  [ 47 ] 
 4-Hydroxyhexenal  [ 48 ] 
 4-Oxo-2-nonenal  [ 48 ] 
 Nitrooleic acid  [ 49 ] 
 15d-PGJ 2   [ 48 ] 
 Methylglyoxal  [ 50 ,  51 ] 
 Oleocanthal  [ 52 ] 

 Activators (non-electrophilic)  Icilin  [ 30 ] 
 2-Aminoethyl diphenylborinate  [ 31 ] 
 Carvacrol  [ 53 ] 
 Flufenamic acid  [ 54 ] 
 Isofl urane  [ 55 ] 
 Farnesyl thiosalicylic acid  [ 56 ] 
 NPPB  [ 57 ] 
 Thymol  [ 53 ] 
 2,6-Diisopropylphenol (propofol)  [ 53 ] 
 Docosahexaenoic acid (DHA)  [ 58 ] 
 Arachidonic acid  [ 59 ] 
 6-Paradol  [ 43 ,  60 ] 
 6-Gingerol  [ 43 ,  60 ] 
 Capsiate  [ 61 ] 
 1,4-Cineol  [ 62 ] 

 Inhibitors  Isovelleral  [ 40 ] 
 HC-030031  [ 63 ] 
 Chembridge-5861528  [ 64 ] 
 AP-18  [ 49 ] 
 A-967079  [ 65 ] 

(continued)
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Table 1 (continued)

 Class of compound  Compound  Reference 

 AZ868  [ 66 ] 
 ADM_09  [ 67 ] 
 Camphor  [ 68 ] 
 1,8-Cineol  [ 62 ] 

 Bimodal modulators  Borneol  [ 69 ] 
 AMG5445 (inhibits human/activates rat)  [ 70 ] 
 Menthol (activates human/concentration 
dependently activates or inhibits 
mouse/no effect on  Drosophila ) 

 [ 71 ] 

 Caffeine (inhibits human/activates mouse)  [ 72 ] 
 CMP1 (inhibits human/activates rat)  [ 73 ] 

  Fig. 1    Predicted structural 
features of TRPA1 with 
putative position of critical 
residues involved in human 
TRPA1 modulation by 
compounds. The TRPA1 
subunit, which has six 
transmembrane domains 
(TM), a pore-forming region 
between TM5 and TM6, and 
many ankyrin repeats 
(indicated by  ovals ) in the 
cytoplasmic N-terminal 
region [ 77 ], assembles into 
tetramers to form a cation 
channel. Collectively, 
indicated residues (indicated 
by  fi lled circles ) are reported 
to be important for TRPA1 
activation or inhibition by 
several compounds [ 30 – 33 , 
 69 ,  71 ,  73 ,  78 – 80 ]       
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seem also to be critical for TRPA1 activation by other exogenous compounds, 
including irritants (tear gases, such as 2-chloroacetophenone [ 39 ,  81 ], and α,β- 
unsaturated carbonyl-containing compounds, such as methylvinylketone [ 40 ,  82 ]), 
some plant constituents (umbellulone [ 41 ], ligustilide [ 42 ], hydroxy-α-sanshool 
(α-SOH) and 6-shogaol [ 43 ]), and others (the cyclooxygenase-2 inhibitor etodolac [ 44 ], 
the anti-diabetic drug glibenclamide [ 45 ], the gold-containing disease- modifying 
anti-rheumatic drug auranofi n [ 46 ], and CMP1 (4-methyl- N -[2,2,2-trichloro- 1-
(4-nitro-phenylsulfanyl)-ethyl]-benzamide) [ 73 ]). Therefore, TRPA1 is unarguably 
a receptor for exogenous oxidative/electrophilic compounds.

   TRPA1 is also modifi ed via oxidative cysteine modifi cation by endogenous oxi-
dants and electrophiles. TRPA1 is activated by H 2 O 2  [ 17 ,  32 ,  48 ,  83 ], hypochlorite 
[ 17 ], ozone [ 84 ], and the ROS generated by ultraviolet light [ 85 ]. In addition to 
ROS, TRPA1 is also activated by RNS such as NO [ 32 ,  83 ,  86 ] and peroxynitrite 
[ 83 ]. Functional characterization of site-directed mutants of TRPA1 collectively 
demonstrates that specifi c cytoplasmic N-terminal cysteine residues and a lysine 
residue (Cys421, Cys621, Cys641, Cys665, and Lys710 in human TRPA1) are the 
primary targets of ROS and RNS [ 17 ,  32 ,  86 ]. 

 In addition to ROS and RNS, lipid peroxidation products such as 4-hydroxy- 2-
nonenal, 4-hydroxyhexenal, 4-oxo-2-nonenal, nitrooleic acid, and 15-deoxy-Δ 12,14 -
prostaglandin J 2  (15d-PGJ 2 ) activate TRPA1 channels through oxidative modifi cation 
of the cysteine residues [ 32 ,  47 – 49 ,  56 ,  63 ,  87 ]. Labeling experiments using bioti-
nylated 15d-PGJ 2  demonstrated that Cys621 mediates the binding of 15d-PGJ 2  to 
human TRPA1 [ 32 ]. Another electrophilic dicarbonyl compound, methylglyoxal (MG), 
which is believed to be associated with the development of diabetic neuropathy, also 
activates TRPA1 by hemithioacetal formation [ 50 ,  51 ]. Taken together, we can 
surmise that endogenous electrophilic products activate TRPA1 channels by 
cysteine oxidation.  

    Modulation of Trpa1 by Other Activators and Inhibitors 

 Various non-electrophilic activators and inhibitors have also been demonstrated to 
modulate TRPA1 (Table  1 ). For example, icilin, 2-aminoethyl diphenylborinate, 
and carvacrol are compounds with no obvious reactivity toward cysteine residues 
and activate TRPA1 in a way that is not disrupted by cysteine mutations [ 30 ,  31 ,  81 ]. 
TRPA1 is also activated by non-reactive compounds including non-steroidal anti- 
infl ammatory drugs, such as fl ufenamic acid [ 54 ]; general anesthetics, such as iso-
fl urane [ 55 ]; and farnesyl thiosalicylic acid (FTS) [ 56 ]. The chloride channel blocker 
NPPB (5-nitro-2-(3-phenylpropylamino)benzoic acid) activates TRPA1, and a 
structure–activity relationship study using a group of NPPB analogs indicates that 
its phenylalkane, carboxylic, and nitro groups are critical for its activation of TRPA1 
[ 57 ]. NPPB and FTS are suggested to have similar molecular mechanisms of action 
at TRPA1. Thymol, 2,6-diisopropylphenol (propofol), and related simple alkyl 
phenols also activate TRPA1 [ 53 ]. TRPA1 is also activated by polyunsaturated fatty 
acids, which should contain at least three double bonds and 18 carbon atoms, such 
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as docosahexaenoic acid (DHA) [ 58 ], and by arachidonic acid and its derivatives [ 59 ]. 
6-Paradol and 6-gingerol activate TRPA1, whereas the non-TRPA1 agonist capsaicin 
does not, suggesting that a phenol core of these compounds is not suffi cient to confer 
TRPA1 activation [ 43 ,  60 ]. Moreover, capsiate, a non-pungent capsaicin analog, 
also activates TRPA1 through a mechanism distinct from cysteine and histidine 
modifi cation [ 61 ]. Therefore, TRPA1 activation by non-reactive compounds is 
dependent on their chemical structures rather than cysteine oxidation. 

 Inhibitors such as the synthetic compounds HC-030031, Chembridge-5861528 
(a derivative of HC-030031), AP-18, A-967079 (a derivative of AP-18), AMG5445, 
and AZ868 have been developed for TRPA1 [ 64 ,  66 ,  70 ,  88 – 93 ]. Another, ADM_09, 
is an antagonist of TRPA1 with a putative dual-binding mode of action, which 
involves the synergic combination of Ca 2+ -mediated binding of the carnosine group 
and disulfi de formation by its lipoic acid group [ 67 ]. Camphor and 1,8-cineol are 
naturally occurring inhibitors of human TRPA1, but 1,4-cineol is an activator [ 62 ]. 
Borneol is a more effective natural inhibitor than camphor and 1,8-cineol, and the 
hydroxyl group of borneol is suggested to contribute to its inhibitory action [ 69 ]. 

 Several compounds have species-specifi c modulatory effects on TRPA1. 
AMG5445 inhibits human TRPA1, but activates rat TRPA1 [ 70 ]. The pharmaco-
logical profi le of the human and rhesus monkey TRPA1 is relatively distinct from 
mouse and rat TRPA1 [ 94 ]. Importantly, fi ndings of species-specifi c effects have 
helped to identify the critical region that determines TRPA1 modulation (Fig.  1 ). 
Menthol is known to be a bimodal modulator of mouse TRPA1, whereas it does not 
inhibit human TRPA1, and  Drosophila  TRPA1 is insensitive to menthol [ 71 ]. 
Chimera and mutagenesis studies indicate that specifi c residues within TM5 (notably 
Ser876 and Thr877 of mouse TRPA1, corresponding to Ser873 and Thr874 of 
human TRPA1) are critical for menthol responsiveness. Furthermore, the region 
from TM5 to TM6 in mouse and human TRPA1 is the critical domain determining 
the inhibitory effects of menthol. The same two residues (Ser and Thr within TM5) 
are also critical for the sensitivity of TRPA1 to AMG5445, AP-18, and A-967079 
[ 65 ,  71 ]. DHA sensitivity is limited to human and mouse TRPA1;  Drosophila  
TRPA1 does not respond to DHA [ 58 ]. Neither the cytoplasmic N-terminal region 
nor TM5 of TRPA1 is directly involved in DHA sensing. 

 Caffeine, which is not a reactive chemical reagent, activates mouse TRPA1, but 
suppresses human TRPA1 [ 72 ]. A mutation of Met268 in the N-terminal cytoplas-
mic region of mouse TRPA1 to the human form (Pro) changes caffeine action from 
activation to suppression [ 79 ]. An electrophilic compound, CMP1, a structural ana-
log of AMG5445, inhibits human TRPA1 and activates rat TRPA1 via modifi cation 
of human Cys621 and rat Cys622, respectively [ 73 ,  95 ]. The specifi c mutations 
Ala946Ser and Met949Ile in the upper portion of the TM6 region of rat TRPA1 
change the effect of CMP1 from activatory to inhibitory. Therefore, these studies 
demonstrate that specifi c regions and residues within TRPA1 determine the TRPA1 
modulatory activity of non-electrophilic compounds, and that the key domains/
residues vary between compounds. Furthermore, while direct physical interaction 
of non-electrophilic compounds with TRPA1 is likely to be critical for modulation, 
it is unclear whether or not these critical sites are involved in binding. 

Modulators of TRP Channel Activity



202

 There have been other studies regarding chemical structures important in molecular 
recognition of activators by TRPA1. Isovelleral, a fungal natural product, which 
contains an α,β-unsaturated aldehyde moiety, activates TRPA1 independently of 
cysteine oxidation [ 40 ]. A major compound in extra-virgin olive oil, oleocanthal 
(OC), is an electrophile that does not require cysteine residues to activate TRPA1 
[ 52 ]. A structure–activity relationship study using synthetic OC analogs indicated 
that OC requires both aldehyde groups to activate TRPA1. The mouse Cys622Ser 
TRPA1 mutant is still sensitive to umbellulone, albeit less so than wild-type TRPA1 
[ 41 ]. Zhong et al. suggest that umbellulone is a mechanistically hybrid activator, 
apparently combining covalent interaction at a reactive cysteine with noncovalent 
interaction with a second site on TRPA1 [ 41 ]. Thus, chemical structure recognition 
by TRPA1, a clearly distinct mechanism from cysteine oxidation, is supposed to be 
important even for TRPA1 activation by some specifi c electrophiles.  

    Subtype-Selective  S -Nitrosylation by a Novel Nitrosamine 

 Protein  S -nitrosylation, the covalent attachment of an NO moiety to the sulfur atom 
of cysteine residues to form  S -nitrosothiol, regulates various protein functions to 
mediate NO bioactivity [ 96 ]. Receptor-activated (TRPC5, TRPC1, and TRPC4) and 
thermosensor (TRPV1, TRPV3, TRPV4, and TRPA1) TRP channels are activated 
by exogenous NO-releasing donors through  S -nitrosylation [ 29 ,  32 ], but with very 
limited TRP subtype selectivity. Recently, this problem was partly solved with our 
fi nding that the 7-azabenzobicyclo[2.2.1]heptane (ABBH)  N -nitrosamine selectively 
activates TRPA1 through transnitrosylation [ 80 ]. 

 Although protein  S -nitrosylation is widely accepted, questions regarding target 
selectivity of  S -nitrosylation signaling are incompletely understood [ 97 ]. NO is 
produced in vivo by only three NO synthase (NOS) isoforms [ 98 ], and NO is 
reactive and diffusible within cells. Binding of NOS to targets or their adaptors has 
been demonstrated at select sites of nitrosylation reactions, but there are many 
 S -nitrosylated proteins (>1,000) [ 96 ,  99 ,  100 ]. Recent studies have identifi ed that 
protein–protein transnitrosylation, the transfer of the NO group from one protein to 
another in the absence of apparent NO release, is a potentially important targeting 
pathway [ 99 ,  101 ,  102 ]. Transnitrosylation is exemplifi ed by transnitrosylation of 
X-linked inhibitor of apoptosis by SNO-caspase-3 in apoptotic cell death [ 103 – 106 ]. 
Here, a binding interaction between the two proteins is also required for 
 transnitrosylation, because a binding-defi cient mutant of one protein abrogates this 
protein–protein transnitrosylation [ 105 ,  106 ]. 

 In our effort to develop transnitrosylation-based subtype-selective activators of TRP 
channels, it was necessary that we fi rst identify a synthetic NO donor that has only 
transnitrosylative reactivity. However, SNAP ( S -nitroso- N -acetyl-DL- penicillamine) 
and NOR3 ((±)- (E) -4-ethyl-2-[ (E) -hydroxyimino]-5-nitro-3- hexenamide) are 
NO-releasing donors.  S -Nitrosoglutathione is known to be a biological transnitro-
sylating agent, but also actively releases NO [ 107 ,  108 ]. In contrast, the ABBH 
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 N -nitrosamines constitute a new class of NO donors that, at physiological pH and 
temperature, transnitrosylate thiols to generate  S -nitrosothiols without releasing NO 
[ 109 – 111 ]. Surprisingly, our intracellular Ca 2+ –imaging measurements have dem-
onstrated that  N -nitroso-2-exo,3-exo-ditrifl uoromethyl-7-azabenzobicyclo[2.2.1]
heptane (NNO-ABBH1) induces robust Ca 2+  infl ux via recombinant human TRPA1 
channels, but not via other SNAP-activated TRP channels, suggesting that NNO-
ABBH1 selectively  S -nitrosylates TRPA1 [ 80 ] (Fig.  2 ). SNAP  S -nitrosylates both 
TRPA1 and TRPV1, but NNO-ABBH1  S -nitrosylates only TRPA1. Importantly, 
TRPA1 activation by NNO-ABBH1 is suppressed by specifi c cysteine mutations 
but not by NO scavenging, indicating that transnitrosylation underlies the activation 
of TRPA1 by NNO-ABBH1. This is supported by a positive correlation of N–NO 
bond reactivity and TRPA1-activating potency in a congeneric series of ABBH 
 N -nitrosamines. Cys540, Cys641, and Cys665 of human TRPA1 are involved in its 
modifi cation by NNO-ABBH1. Because Cys641 and Cys665 are also required for 
responsiveness to SNAP [ 32 ,  86 ], Cys540 may be a unique target for NNO-ABBH1.

   Several non-electrophilic analogs of NNO-ABBH1— N -H (NH-ABBH), 
 N -formyl (NCHO-ABBH), and  N -methyl (NMe-ABBH) (Fig.  2 )—also activated 
TRPA1 but less potently than NNO-ABBH1. They also did not cause  S -nitrosylation 
of TRPA1, and their activity was not affected by cysteine mutation of TRPA1. 
Interestingly, the NMe-ABBH sensitivity of TRPA1 was signifi cantly enhanced by 
SNAP at a subthreshold concentration (10 μM), supporting the idea that TRPA1 
activation by these non-electrophilic analogs may be subject to positive synergistic 

  Fig. 2    Selective S-nitrosylation of human TRPA1 by a novel N-nitrosamine. ( a ) Chemical mecha-
nism underlying the transnitrosylating action of NNO-ABBH1 on protein thiol group. ( b ) Chemical 
structures of non-electrophilic analogs of NNO-ABBH1       
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interactions between nitrosylation and molecular recognition. Thus, NNO-ABBH1 
may be a hybrid activator. It is reported that a non-electrophilic TRPA1 activator 
fl ufenamic acid synergistically potentiates the activation of TRPA1 by AITC [ 54 ]. 
Also, umbellulone has been proposed to activate TRPA1 by combining covalent 
interaction at a reactive cysteine with noncovalent interaction with a second site on 
TRPA1 [ 41 ]. In contrast to TRPA1, TRPC5 and TRPV1 failed to respond to NMe- 
ABBH. Molecular recognition of chemical groups other than NO may explain the 
subtype-selective activation of TRPA1 by these compounds. 

 Despite evidence of synergistic effects between cysteine trans-nitrosylation and 
molecular recognition of the non-electrophilic moiety, it remains unclear how the 
transnitrosylation site and the non-electrophilic molecular recognition site converge 
in TRPA1. Also, it is unknown whether NNO-ABBH1 and other non-electrophilic 
analogs have bimodal and/or species-specifi c effects on TRPA1. Further detailed 
studies into TRPA1 modulation by ABBH  N -nitrosamines will provide a basis for 
developing new drugs selectively targeting  S -nitrosylation of TRPA1. In addition, 
these studies will be expanded toward the development of selective transnitrosylating 
modulators of other proteins.   

    TRPC Channels as Therapeutic Targets for Heart Failure 

    Structure and Function of TRPC Channels 

 Seven mammalian homologs (TRPC1-C7) have so far been identifi ed and expressed 
in the heart. While TRPC4 and TRPC5 share about 65 % amino acid homology in 
their group, TRPC3, TRPC6, and TRPC7 display the greatest homology covering 
~75 % of the amino acid sequence [ 112 ]. TRPC1, TRPC3, and TRPC6 have been 
identifi ed to play a role in cardiovascular diseases, especially pathological cardiac 
hypertrophy and heart failure. 

 The mammalian TRPC proteins include three to four ankyrin repeats and coiled- 
coil domain in the cytoplasmic N-terminal sequence that are essential for tetrameric 
channel assembly, and six putative transmembrane domains, and amino acid 
sequence identity (≥30 %) over the N-terminal ~750–900 amino acids in the inter-
nal C-terminus, which includes the TRP box motif with the conserved EWKFAR 
residues and another coiled-coil motif. The higher-order structure of TRPC3 
channels was recently solved using single particle cryo-electron microscopy [ 113 ]. 
The ice structure is lace-like and very open, with a very large overall volume. The 
TRPC channels appear to form assemblies of homotetramers or heterotetramers at 
least within given structural subfamilies; i.e., TRPC1/4/5 or TRPC3/6/7 [ 114 ]. 
TRPC1, TRPC4, and TRPC5 channels are activated by inositol-1,4,5-trisphosphate 
(IP 3 )–dependent mechanisms, while TRPC3, TRPC6, and TRPC7 are directly 
activated by diacylglycerol (DAG) independently of the store depletion–induced 
mechanism [ 115 ]. Meanwhile, it is reported that the direct interaction of TRPC3 
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with IP 3 R or ryanodine receptor (RyR) is required for TRPC3 activation [ 116 ,  117 ] 
and the DAG-induced activation of native TRPC7 in DT40 B lymphocytes [ 118 ]. 
The N-termini and C-termini serve as the sites for protein scaffolding, including 
IP 3 R, RyR, caveolin [ 119 ], phospholipase C (PLC) γ [ 120 ,  121 ], protein kinase Cβ 
[ 122 ], and Na + /H +  exchanger regulatory factor (NHERF) 1 [ 123 ]. These interactions 
are often found to regulate subcellular localization of the respective TRPC proteins. 
For example, interaction of the ankyrin domain in TRPC6 with the ring fi nger pro-
tein (RNF24) is essential for retention of TRPC6 in the Golgi apparatus [ 124 ], and 
association of TRPC3 at the N-terminus with vesicle-associated membrane protein 
(VAMP) 2 is required for vesicular traffi cking of TRPC3 [ 125 ]. 

 TRPC1 is considered unique because no other family member shares high- 
sequence homology. TRPC1 fi rst emerged as a candidate subunit of SOCs [ 126 – 129 ]. 
Recently, our study has implicated the critical involvement of TRPC1 in coordination 
with elementary Ca 2+  signaling events that promote functional coupling between the 
ER and plasma membrane in receptor-induced Ca 2+  signaling [ 130 ]. Thus, TRPC1 
may not only function as a Ca 2+ -permeable channel–forming subunit, but also as an 
accessory protein to form the Ca 2+  signaling complex. 

 The activation mechanism of TRPC channels is not only linked to PLC activation 
by receptor stimulation, but also linked to physical stimulations such as mechanical 
stretch, hypoxia, and oxidative stress [ 131 ]. TRPC1 and TRPC6 have been sug-
gested to be a component of the tarantula toxin–sensitive mechanosensitive cation 
channels [ 132 ,  133 ]. For example, the excessive mechanical stress–induced muscle 
contractility in myocytes with Duchenne muscular dystrophy was blunted by inhibi-
tion or deletion of TRPC6 [ 134 ]. On the other hand, intracellular lipid mediators, 
such as DAG and 12-hydroxy-eicosatetraenoic acid (12-HETE), reportedly mediate 
TRPC6 channel activation induced by oxidative stress [ 135 ] and mechanical stretch 
[ 136 ]. Thus, TRPC6 protein signaling complex, including TRPC1 and TRPC3, may 
function as both mechanosensitive and mechanoactivated cation channels in the 
cardiovascular system.  

    Role of TRPC Channels in Pathological Cardiac Remodeling 

 Cardiovascular disease is a leading cause of morbidity and mortality, accounting for 
more than a quarter of all deaths worldwide. Especially, heart failure is a fi nal stage 
of all cardiovascular diseases, and the 5-year survival rate after diagnosis is less 
than 50 % [ 137 ]. Several drugs that modulate neurohumoral activation, such as 
β-adrenergic receptor antagonists, angiotensin-converting enzyme (ACE) inhibi-
tors, angiotensin (Ang) type 1 receptor (AT1R) antagonists, and mineral corticoid 
receptor antagonists, have been introduced for the treatment of heart failure [ 138 ]. 
Treatment with these drugs has been shown to improve the prognosis in patients 
with heart failure with reduced systolic function, but the mortality for heart failure 
still remains unacceptably high. Thus, additional approaches are greatly required as the 
prevalence of cardiovascular diseases continues to rise and exact a huge societal cost. 
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Induction of pathologic remodeling (i.e., structural and morphological changes of 
organs) and organ dysfunction is a common prominent feature of these disorders 
that is mediated by excessive and sustained neurohumoral and mechanical stimula-
tion. In the cardiovascular system, the TRPC family has been particularly found to 
play a role in cardiovascular diseases. As heart failure is developed through hyper-
trophy [ 139 ], many studies have investigated the mechanisms of hypertrophy [ 140 ]. 
TRPC1, TRPC3, and TRPC6 are often upregulated in several rodent models of 
cardiac hypertrophy, and their inhibition ameliorates the associated cardiovascular 
dysfunction [ 141 ]. In human heart failure, upregulation of TRPC5 and TRPC6 
was observed [ 34 ,  142 ]. Although the subtype of upregulated TRPC channels at 
hypertrophy may differ between mice and humans, these fi ndings suggest that the 
expression of TRPC channels is increased on hypertrophy, and upregulated TRPC 
may activate local Ca 2+  signaling essential for the progression of pathological cardiac 
remodeling and failure. 

 TRPC expression is regulated by the Ca 2+ -dependent protein phosphatase, 
calcineurin, and its downstream target, nuclear factor of activated T cells (NFAT) 
[ 143 ,  144 ]. Increases in the frequency or amplitude of Ca 2+  transients evoked by 
Ca 2+  infl ux–induced Ca 2+  release in excitable cardiomyocytes is thought to encode 
signals for induction of hypertrophic gene expression [ 145 ,  146 ]. Activation of 
TRPC channels induces local Ca 2+  signaling through an increase in the frequency 
of Ca 2+  transient via Na +  infl ux–dependent membrane depolarization and/or direct 
Ca 2+  infl ux, which leads to NFAT transcriptional activation through calcineurin- 
dependent dephosphorylation and nuclear translocation of NFAT. TRPC3-mediated 
Ca 2+  infl ux has been shown to regulate hypertrophic gene expression without affect-
ing cardiac beating and cell size [ 147 ]. As the promoter region of the TRPC6 gene 
contains NFAT binding sites, activation of plasma membrane TRPC channels may 
serve as a positive-feedback mechanism to amplify TRPC-mediated Ca 2+  signaling 
in the heart [ 34 ]. In addition, NFAT transcriptional activation requires association of 
co-factor(s) with NFAT, and TRPC6 upregulation is also mediated by stress- 
activated protein kinases (c-Jun NH 2 -terminal kinase and p38 mitogen-activated 
protein kinase) upon receptor stimulation in cardiac fi broblasts [ 148 ,  149 ]. Thus, 
multiple transcriptional pathways including the calcineurin–NFAT pathway have 
been linked to maladaptive cardiovascular remodeling via TRPC upregulation. 

 Mice with cardiomyocyte-specifi c overexpression of TRPC3 and TRPC6 show 
heightened sensitivity to mechanical stress and increased expression of a sensitive 
marker for pathological hypertrophy [ 34 ,  150 ]. In contrast, pressure overload–
induced cardiac hypertrophy is suppressed by double deletions of TRPC3/6 genes 
in C57BL6/J background mice, although single deletion of TRPC3 and TRPC6 
genes never suppresses cardiac hypertrophy [ 151 ]. As TRPC3 and TRPC6 form 
heteromultimer channels and regulate agonist- and mechanical stretch–induced 
hypertrophic growth of rat neonatal cardiomyocytes [ 35 ] and mice lacking TRPC6 
were reported to have mRNA upregulation for TRPC3 [ 152 ], TRPC3 and TRPC6 
proteins may compensatively work with each other. TRPC6 is abundantly expressed 
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in cardiac fi broblasts, and fi broblasts lacking the TRPC6 gene were refractory to 
transdifferentiation [ 149 ]. TRPC6 gene-deleted mice show impaired dermal and 
cardiac wound healing after injury, suggesting an obligate function for TRPC6 and 
calcineurin in promoting myofi broblast differentiation. 

 TRPC1 is also thought to play a pathologic role in the heart, with increased 
expression observed in rodent hearts with cardiomyocyte hypertrophy. Ohba et al. 
fi rst reported the potential involvement of TRPC1 channels in pressure overload–
induced hypertrophy [ 153 ]. Among TRPC1, TRPC3, TRPC5, and TRPC6, TRPC1 
expression was increased in abdominal aortic-banded rats. Endothelin-1 (ET-1) 
stimulation resulted in the increased expression of brain natriuretic protein (BNP), 
atrial natriuretic factor (ANF), and TRPC1 as well as an increased cell surface area 
in neonatal myocytes. ET-1 stimulation also increased Ca 2+  entry possibly through 
TRPC channels. Knockdown of TRPC1 with siRNA prevented Gq-coupled 
receptor- stimulated hypertrophic responses. Mice with global TRPC1 gene deletion 
show less cardiac hypertrophy and left ventricular dysfunction in response to pres-
sure overload or neurohormonal stimulation in comparison with wild-type 129Sv 
background mice [ 154 ]. Although it is still unclear whether TRPC1 gene deletion 
never suppresses physiological (adaptive) hypertrophy in vivo, TRPC1 might be 
also a therapeutic target for heart failure.  

    Negative Feedback Mechanism in TRPC Channels 

 Phosphorylation of TRPC3/6 proteins by protein kinase C (PKC), protein kinase A 
(PKA), and protein kinase G (PKG) has been widely accepted as a major post- 
translational modifi cation that negatively regulates TRPC channel activity. PKG can 
directly phosphorylate human TRPC3 at Thr-11 and Ser-263, and human TRPC6 at 
Thr-70 and Ser-322. PKG is activated by NO, atrial natriuretic peptide (ANP), or 
inhibition of phosphodiesterase (PDE)-5, each of which negatively regulates patho-
logical cardiac hypertrophy. The physiological importance of PKG-dependent neg-
ative regulation of TRPC6 channel activity by NO was originally identifi ed as a 
mechanism of endothelium-dependent vasodilation [ 155 ]. As PKA and PKG recog-
nize a similar substrate sequence, PKA-dependent phosphorylation of rodent 
TRPC6 at Thr-69 was also revealed to serve as an endothelium-independent vasodi-
lation [ 156 ]. Increased PKG activity attenuates Ca 2+ /calcineurin-dependent cardio-
myocyte hypertrophy induced by receptor stimulation and mechanical stretch, and 
mutation of the PKG phosphorylation site on TRPC6 canceled this inhibitory effect 
[ 157 ]. In contrast, decreased cGMP/PKG signaling by deletion of the guanylate 
cyclase (GC)-A gene was associated with development of spontaneous cardiac 
hypertrophy through TRPC3/6 channel activation [ 158 ]. Actually, this hypertrophy 
was attenuated by treatment with Pyr2, an inhibitor of all TRPC channels.  
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    Suppression of Pathological Cardiac Hypertrophy 
by TRPC3/6 Inhibition 

 Several reagents that inhibit TRPC3/6 channel activity have been shown to suppress 
cardiac hypertrophy in vivo and in vitro. For example, α1 adrenergic receptor–
stimulated hypertrophic responses were blocked by 2-aminoethoxydiphenylborane 
(2-APB) and N-{4-[3,5-bis(trifl uoromethyl)-1H-pyrazol- 1yl]phenyl}-4-methyl-
1,2,3-thiadiazole-5-carboxamide (BTP2; also called Pyr2), but not by verapamil, 
a voltage-dependent L-type Ca 2+  channel blocker [ 142 ]. Indirect inhibition of 
TRPC3/6 channel activities by PDE-5 inhibitors [ 159 ] and ANP [ 158 ] can also sup-
presses pathological hypertrophy through phosphorylation of TRPC6 at Thr69. 
Mori developed a pyrazole compound, Pyr3, which selectively inhibits TRPC3 
channel activity with an IC 50  value of 0.7 μM [ 36 ]. Interestingly, Pyr3 showed more 
potent inhibitory effects on mechanical stretch–induced NFAT activation and hyper-
trophic growth of rat neonatal cardiomyocytes, suggesting that Pyr3 is more selec-
tive for native TRPC3/6 heteromultimer channels in the heart. Indeed, left ventricular 
dilation and dysfunction induced by pressure overload [ 36 ] or genetic deletion of 
muscle LIM protein [ 160 ] were actually reduced by a low concentration (0.1 mg/kg/
day) of Pyr3 treatment. Moreover, Pyr3 treatment also suppressed oxidative stress 
and cardiac fi brosis in mouse hearts with dilated cardiomyopathy, and mechanical 
stretch–induced production of ROS in rat cardiomyocytes. Two recently identifi ed 
selective TRPC3/6 inhibitors, GSK2332255B and GSK2833503A (IC 50 , 3–21 nM 
against TRPC3 and TRPC6), also inhibited ET-1-induced hypertrophic responses in 
adult cardiac myocytes [ 151 ]. These fi ndings strongly suggest that TRPC3 and 
TRPC6 are emerging as critical targets in the development of drugs relevant to 
therapies for pathological cardiac remodeling and chronic heart failure.   

    Conclusion 

 Because TRPA1 mediates neuropathic pain, vascular dilation, and other functions, 
it has the potential to be an excellent drug target. Therefore, it is important to under-
stand the mechanisms of both activation and inhibition of TRPA1 by small mole-
cules. Recent studies have revealed that TRPA1 modulation by electrophiles is 
through cysteine oxidation, and that molecular recognition of chemical structures is 
a key determinant of TRPA1 modulation not only by non-electrophilic compounds, 
but also by some specifi c electrophiles. A novel ABBH  N -nitrosamine induces 
selective  S -nitrosylation of TRPA1 probably through synergistic processes of cyste-
ine oxidation and molecular recognition of the non-electrophilic moiety. However, 
molecular bases of TRPA1 modulation by non-electrophilic compounds are very 
poorly understood. Further studies are required to delineate the entire mechanism. 
Similarly, further research is needed to defi ne in detail the molecular mechanisms 
by which chemical ligands induce the activation of other TRP channels, such as 
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TRPV1 and TRPM8 [ 10 ,  161 ]. This might support our understanding of TRPA1 
mechanisms. TRPA1 channel activity is also modulated by Ca 2+ , receptor stimulation, 
pH, osmotic pressure, and temperature [ 60 ,  162 – 168 ], so a better understanding 
of the complexities of its modulation is critical to the development of novel 
TRPA1-specifi c drugs. It will also improve our appreciation of the physiological 
and pathological functions of TRPA1. 

 In terms of TRPCs, a growing body of evidence has suggested that direct or 
indirect inhibition of TRPC3/6 channel activity improves pathological cardiac 
remodeling and heart failure in mice, although the molecular mechanisms underly-
ing regulation of transition of the heart from adaptation to maladaptation by 
TRPC3/6 channels are still uncovered. A pyrazole-derivative compound is also 
reported to inhibit SOCs as well as TRPC3 [ 169 ], but our fi ndings strongly suggest 
that a pyrazole-derivative compound (especially Pyr3) will become a promising 
seed for the treatment of chronic heart failure.     
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      Autophagic Cell Death and Cancer 
Chemotherapeutics                     

       Shigeomi     Shimizu    

    Abstract     Autophagy usually functions in cell-protective events. However, it may 
also be utilized as a cell-suicide mechanism, which is known as “autophagic cell 
death.” Autophagic cell death is frequently induced in cells that lack apoptotic 
machinery, such as p53-defi cient cancer cells. Therefore, small compounds that 
activate autophagic cell death are good candidates for anticancer chemotherapeutics 
to combat p53-defi cient cancers. This chapter focuses on recent advances in autophagy/
autophagic cell death and their relationship with tumorigenesis.  

  Keywords     Autophagy   •   Autophagic cell death   •   p53   •   Apoptosis   •   Ulk1   •   Atg5  

        Apoptosis and Other Types of Cell Death 

 Apoptosis is a form of programmed cell death (PCD) and its molecular basis is well 
understood. Mammalian cells possess two apoptotic signaling pathways, which are 
known as the intrinsic and extrinsic pathways. In the intrinsic pathway, mitochon-
dria play a crucial role by increasing membrane permeability to release several 
apoptogenic molecules (e.g., cytochrome  c , Smac, and Omi) into the cytoplasm. 
After its release, cytochrome  c  associates with Apaf-1, which activates the caspase 
cascade to execute apoptotic cell death. Smac and Omi accelerate caspase activation 
by inhibiting IAP family proteins that function as endogenous caspase inhibitors. 
The Bcl-2 family proteins are well-characterized regulators of apoptosis, which 
directly modulate mitochondrial membrane permeability [ 1 ]. This family of proteins 
contains anti-apoptotic members, such as Bcl-2 and Bcl-x L , and pro-apoptotic members, 
including multidomain Bax and Bak, as well as numerous BH3-only proteins. 
Multidomain pro-apoptotic Bax and Bak are functionally redundant and play a 
direct role in increasing mitochondrial membrane permeability, thereby leading to 
the release of apoptogenic proteins. BH3-only proteins function as death transducers 
by activating Bax/Bak or inactivating anti-apoptotic Bcl-2 family members [ 1 ]. 
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 Until 10 years ago, the evidence indicated that apoptosis is the primary mediator 
of physiological and pathological cell death. However, a detailed analysis of Bax/
Bak double-knockout mice with a totally inhibited intrinsic apoptotic pathway 
showed that PCD mainly proceeds normally in organisms that lack apoptosis [ 2 ,  3 ]. 
These fi ndings encouraged researchers to identify other pathways of PCD, i.e., non- 
apoptotic cell death. Several types of non-apoptotic cell death have been elucidated, 
such as programmed necrosis [ 4 ] and autophagic cell death [ 5 ]. Previously, necrosis 
was considered to be a form of accidental cell death due to physicochemical stress-
ors but recent evidence has demonstrated the existence of regulated (or programmed) 
necrosis. Regulated necrosis is a genetically controlled form of cell death, which is 
characterized morphologically by cytoplasmic granulation and cellular swelling. 
Necroptosis is one of the best-characterized types of programmed necrosis, which 
is activated by several kinases, including RIP1, RIP3, and MLKL, whereas it is 
inhibited by the small compound necrostatin-1 [ 6 ]. Autophagic cell death is another 
type of non-apoptotic cell death that occurs via autophagy activation. Autophagy 
has long been considered a cell-protective mechanism but recent evidence indicates 
that the hyperactivation of autophagy is sometimes utilized as a cell-suicide mecha-
nism. This chapter summarizes the current knowledge of autophagy and autophagic 
cell death.  

    Autophagy 

 Autophagy is a catabolic process that digests cellular contents within lysosomes. 
Autophagy is a low-level constitutive function, which is accelerated by a variety of 
cellular stressors such as nutrient starvation, DNA damage, and organelle damage. 
Autophagy is a protective mechanism that facilitates the degradation of superfl uous 
or damaged cellular constituents, although hyperactivation of autophagy can lead to 
cell death. 

 In this multistep process, autophagy substrates, such as cytoplasm and damaged 
organelles, are sequestered inside isolation membranes, which eventually mature 
into double-membrane structures called autophagosomes. Autophagosomes subse-
quently fuse with lysosomes to form autolysosomes where the sequestered compo-
nents are digested (Fig.  1 ) [ 7 ]. The molecular basis of autophagy was elucidated in 
autophagy-defective mutant yeasts [ 8 ]. The subsequent identifi cation of vertebrate 
homologs greatly expanded our understanding of the molecular mechanisms of 
autophagy.

   Autophagy is driven by over 30 proteins (Atgs), which are well conserved from 
yeasts to mammals [ 7 ]. Atg1 [also called Unc51-like kinase 1 (Ulk1)] is a serine/
threonine kinase that is essential for the initiation of autophagy [ 9 ]. Autophagy is 
also regulated by phosphatidylinositol 3-kinase (PI3K) type III, which is a 
 component of a multi-protein complex that includes Atg6 (Beclin1). PI3K promotes 
invagination of the membrane at domains rich in phosphatidylinositol-3-phosphate, 
which are called omegasomes, thereby initiating the generation of the isolation 
membrane [ 10 ]. The subsequent expansion and closure of isolation membranes are 
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mediated by two ubiquitin-like conjugation pathways: the Atg5–Atg12 pathway 
and the MAP–LC3 pathway [ 7 ]. In cells that lack these ubiquitin-like conjugation 
systems, such as Atg5- and Atg7-defi cient cells, autophagosome formation is 
largely disrupted, which indicates the necessity for Atg5 and Atg7 in autophagy. 
Ubiquitin-like conjugation of phosphatidylethanolamine to LC3 facilitates the 
translocation of LC3 from the cytosol to the sites of origin of the autophagic mem-
brane. This form of translocation is recognized as a reliable marker of autophagy.  

    Alternative Macroautophagy 

 Although Atg5 has long been considered as an essential molecule for autophagy, we 
recently identifi ed an Atg5-independent type of autophagy, which is induced when 
cells are severely stressed, such as in the event of DNA damage. The morphology of 
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  Fig. 1    Hypothetical model of macroautophagy. There are at least two modes of macroautophagy, 
i.e., conventional and alternative macroautophagy. Conventional macroautophagy depends on 
Atg5 and Atg7, is associated with LC3 modifi cation, and may originate from ER-mitochondria 
contact membrane. In contrast, alternative macroautophagy occurs independent of Atg5 or Atg7 
expression and LC3 modifi cation. The generation of autophagic vacuoles in this type of macroau-
tophagy may originate from Golgi membranes and late endosomes (LE) in a Rab9-dependent 
manner. Although both of these processes lead to bulk degradation of damaged proteins or organ-
elles by generating autolysosomes, they seem to be activated by different stimuli in different cell 
types and have different physiological roles       
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Atg5-independent autophagic structures is indistinguishable from that of those 
formed during Atg5-dependent autophagy, i.e., isolation membranes, autophago-
somes, and autolysosomes [ 11 ]. Thus, we designated this form of Atg5-independent 
autophagy as “alternative macroautophagy” (Fig.  1 ). This alternative macroautoph-
agy is driven by Ulk1 and PI3K complexes during the initiation steps. These mole-
cules also function during the initiation of conventional autophagy. However, this 
pathway is not mediated by other components such as Atg9 and proteins in the 
ubiquitin-like protein conjugation system (Atg5, Atg7, and LC3), which extend 
conventional autophagic membranes. Alternative macroautophagy requires the 
extension of autophagic membranes, thus several unidentifi ed molecules may 
mediate this function. 

 Alternative macroautophagy is not an atypical form of autophagy because it 
occurs in a wide variety of cells, including embryonic fi broblasts and thymocytes, 
as well as in several tissues such as the heart, brain, and liver [ 11 ]. Erythrocyte 
maturation is a representative example of a physiological alternative macroautoph-
agy. Erythrocytes undergo enucleation and clearance of mitochondria during termi-
nal differentiation, and the possible involvement of autophagy in the latter process 
was proposed on the basis of a morphological analysis. However, the maturation 
process is normal in Atg5-defi cient erythrocytes. In agreement, an ultrastructural 
analysis showed that mitochondria are also engulfed and digested by autophagic 
structures in both the wild-type and Atg5-defi cient reticulocytes. These results indi-
cate that conventional macroautophagy does not eliminate mitochondria from 
erythrocytes. In contrast, mitochondrial clearance is signifi cantly reduced in 
Ulk1- defi cient reticulocytes where alternative macroautophagy is absent. These data 
suggest that Ulk1-mediated alternative macroautophagy plays a pivotal role in the 
elimination of mitochondria from erythrocytes [ 12 ,  13 ]. Ongoing research should 
provide a more detailed picture of the physiological and pathological relevance of 
alternative macroautophagy in the near future.  

    Autophagic Cell Death 

 Autophagy is activated by most cellular stressors, thus numerous autophagy- 
containing cells are often observed in regions where cell death occurs (Fig.  2 ). In 
most cases, autophagy has a cell protection function against cellular stressors, but 
autophagy is utilized as a cell-suicide mechanism in some cases [ 5 ]. Certain modes 
of cell death that are accompanied by protective autophagy are not referred to as 
“autophagic cell death.” In particular, the term “autophagic cell death” should be 
used when cell death is performed via autophagy activation. This can be demon-
strated by the suppression of cell death by autophagy inhibitors (e.g., 3-methyl 
adenine and wortmannin) or by the genetic ablation of autophagy (e.g., knockout or 
siRNA silencing of essential autophagy genes). If autophagy inhibition does not 
prevent cell death, this process should not be referred to as autophagic cell death.
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   Autophagic cell death occurs in several distinct settings. First, caspase- independent, 
autophagy-dependent PCD occurs during mammalian embryogenesis. Second, 
autophagy may induce developmental cell death during regression of the salivary 
glands in  Drosophila  [ 14 ]. Third, autophagy-mediated cell death is induced in apop-
tosis-resistant cells, particularly in the absence of the pro-apoptotic proteins Bax 
and Bak [ 5 ]. The latter situation should provide an excellent experimental system 
for investigating autophagic cell death because the process can be observed at the 
cellular level. 

 Bax/Bak-defi cient cells do not undergo apoptosis after exposure to a variety 
of apoptotic stimuli, although these cells still die in numerous autophagic struc-
tures (Fig.  2 ). This type of cell death is inhibited by autophagy inhibitors or by 
silencing autophagy genes such as Atg5 and Atg6. Thus, Atg5-dependent autophagy 
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  Fig. 2    Molecular mechanism of apoptosis and autophagic cell death. An increase in the permea-
bility of the outer mitochondrial membrane is crucial for apoptosis to occur and is regulated by 
multidomain pro-apoptotic members of the Bcl-2 family (Bax and Bak), resulting in the release of 
cytochrome c into the cytoplasm. Then, cytochrome c associates with Apaf-1, which activates the 
caspase cascade to execute apoptotic cell death. Apoptosis-associated mitochondrial membrane 
permeability is primarily controlled by Bcl-2 family members. When apoptosis is blocked, various 
apoptotic stimuli activate autophagy, resulting in the induction of autophagic cell death       
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is required for the death of Bax/Bak-defi cient cells after exposure to apoptotic 
stimuli [ 5 ]. Although we discovered Atg5-independent alternative autophagy, it is 
not involved in the autophagic cell death of Bax/Bak-defi cient cells. However, this 
does not necessarily indicate that alternative autophagy is irrelevant for autophagic 
cell death. In other situations, alternative autophagy may potentially induce autophagic 
cell death.  

    Cancer and Autophagic Cell Death 

 It has been suggested that autophagic cell death may participate in physiological 
and pathological events. A large body of evidence indicates that inhibition of apop-
tosis is critical for tumorigenesis, but the elimination of cancer cells may also be 
mediated by autophagic cell death, and there is evidence that decreased autophagic 
activity is related to tumorigenesis. For example, the levels of Beclin-1 (Atg6) are 
lower in some types of cancers of the ovary, breast, and prostate because of monoal-
lelic mutations [ 15 ]. Furthermore, mice that are heterozygous for the  beclin-1  gene 
are cancer prone [ 15 ,  16 ], which strongly suggests that inhibition of Beclin-1 
expression contributes to the pathogenesis of cancer. Moreover, Atg5, LC3, and 
Fip200 are associated with myeloma, glioblastoma, and breast cancer, respectively 
[ 17 ,  18 ], thereby suggesting that the failure of cells to undergo autophagy leads to 
tumor progression. 

 Several mechanisms may explain how tumorigenesis is mediated by the failure 
of cells to undergo autophagy: (1) accumulation of p62, a substrate of autophagy, 
leads to NF-κB activation [ 19 ]; (2) accumulation of p62 stabilizes Nrf2, which 
makes tumor cells resistant to hypoxic stress [ 20 ]; (3) retention of damaged organ-
elles, including mitochondria, increases the level of active oxygen species and 
increases the mutation rate; and (4) defective elimination of cancer cells due to the 
loss of autophagic cell death [ 21 ]. These mechanisms may be cell- and stimulus- type 
specifi c; however, we believe that it is reasonable to conclude that the failure of 
autophagic cell death is one of the most crucial mechanisms involved in tumorigen-
esis because autophagic cell death occurs in normal cells (e.g., fi broblasts or thymo-
cytes) but not in most cancer cells. Furthermore, in some cancer cells, the magnitude 
of JNK activation, which is a crucial factor for autophagic cell death, is signifi cantly 
lower compared with that in normal cells after exposure to apoptotic stimuli [ 21 ]. 
In these cancer cells, the JNK activity level may not reach the threshold level 
required to induce autophagic cell death. This conclusion is supported by evidence 
that the enforced expression of activated JNK in cancer cells induces autophagic 
cell death. Taken together, it is likely that insuffi cient activation of JNK followed by 
the failure of autophagic cell death may induce uncontrolled growth of cells, which 
ultimately acquire the malignant phenotype.  
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    Autophagic Cell Death and Cancer Chemotherapeutics 

 Many molecularly targeted anticancer agents have been developed on the basis of 
apoptosis. However, autophagic cell death is also involved in the mechanisms of 
carcinogenesis. Therefore, we speculate that cancer may be cured by inducing 
autophagic death in cancer cells. This type of treatment would be effective for can-
cers that do not respond to existing anticancer agents (i.e., agents with apoptosis- 
based mechanisms of action). In addition, synergistic effects with existing anticancer 
agents are expected. Thus, we are now trying to develop molecularly targeted anti-
cancer agents based on the induction of autophagic cell death. To meet this objec-
tive, we have established a high-throughput assay system that can monitor excessive 
autophagy and cell death–inducing activity. Using this assay, we screened a low 
molecular weight compound library to identify chemicals with autophagic cell 
death–inducing activities and successfully identifi ed 24 candidate compounds. In 
particular, four of these compounds exhibited strong anticancer activities. At pres-
ent, we are optimizing these compounds for development as drugs based on phar-
macokinetic investigations and structure–activity relationships. In the near future, 
we aim to develop anticancer agents that will be effective against cancers that are 
resistant to the anticancer agents used in current clinical practice.     
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    Abstract     Adrenomedullin (AM) was originally isolated from human pheochromo-
cytoma as a biologically active peptide with potent vasodilating action, but it also 
has a wide range of physiological properties including cardiovascular protection, 
neovascularization, and the ability to suppress apoptosis. It is constitutively 
produced by various tissues including the gastrointestinal tract. AM production and 
secretion can be induced by pro-infl ammatory cytokines such as tumor necrosis 
factor-α and interleukin-1, as well as by lipopolysaccharide. Conversely, AM causes 
the downregulation of infl ammatory cytokines in cultured cells and downregulates 
inflammatory processes in various models of colitis, including those induced 
by acetic acid and by dextran sulfate sodium. AM works by exerting anti-infl ammatory 
and antibacterial effects and by stimulating mucosal regeneration and supporting 
maintenance of the colonic epithelial barrier. The present fi ndings suggest that AM 
could serve as a novel agent for treating refractory ulcerative colitis.  

  Keywords     Endogenous peptide   •   Infl ammatory bowel disease   •   Autoimmune 
response   •   Cytokines   •   Translational research   •   Hypotensive peptide  

  Abbreviations 

   AM    Adrenomedullin   
  AZA    Azathioprine   
  CD    Crohn’s disease   
  CGRP    Calcitonin gene related peptide   
  CRLR    Calcitonin receptor-like receptor   
  DSS    Dextran sulfate sodium   
  HIF    Hypoxia-induced factor   
  IBD    Infl ammatory bowel disease   
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  IELs    Intraepithelial T lymphocytes   
  IFN    Interferon   
  IL    Interleukin   
  iNOS    Inducible nitric oxide synthase   
  IR    Immunoreactive   
  LPS    Lipopolysaccharide   
  PAMP    Proadrenomedullin N-terminal 20 peptide   
  PSL    Prednisolone   
  RAMP    Receptor activity-modifying protein   
  STAT    Signal transducer and activator of transcription   
  TCR    T-cell receptor   
  TGF    Transforming growth factor   
  TNF    Tumor necrosis factor   
  UC    Ulcerative colitis   
  UCDAI    Ulcerative Colitis Disease Activity Index   
  VSMCs    Vascular smooth muscle cells   

          Introduction 

 Infl ammatory bowel disease (IBD) is a refractory ailment, probably involving an 
autoimmune response to one or more as yet unknown triggers in the intestinal tract. 
The etiology of IBD is unknown, but it is thought to involve genetic, immunological, 
and environmental factors. The two major types of IBD are ulcerative colitis (UC) 
and Crohn’s disease (CD). An estimated 1.4 million persons are affl icted with these 
diseases in the USA    [ 1 ,  2 ] and the estimated number of patients with IBD in Japan 
has recently increased to over 100,000. Therefore, the number of patients with 
severe and refractory UC has also increased, and consequently, new and effective 
drugs for refractory UC are highly desirable. 

 Adrenomedullin (AM) was originally isolated from a human pheochromocytoma 
as a potent vasodilatory peptide that could elevate levels of platelet cAMP [ 3 ]. 
In addition to hypotension and other properties, AM regulates cellular growth and 
differentiation, stimulates angiogenesis, and modulates hormone secretion. AM also 
appears to inhibit infl ammation and support tissue homeostasis by suppressing the 
synthesis of pro-infl ammatory cytokines and promoting wound healing [ 4 ]. In fact, 
AM ameliorates several types of colitis induced in animal models, and because it is 
an endogenous biologically active peptide, it should be a safe and effective drug for 
the treatment of IBD. 

 This chapter presents general information about AM, its physiological and 
pathophysiological roles within gastrointestinal organs, and its therapeutic effects in 
animal models with colitis and in patients with refractory UC.  
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    Basic Characteristics of AM 

 AM is a biologically active peptide that was initially isolated from a human 
pheochromocytoma arising from the adrenal medulla [ 3 ]. The human AM gene is 
located at the distal end of the short arm of chromosome 11 (p15.1–3) [ 5 ]. The AM 
protein expressed in humans is composed of 52 amino acids (Fig.  1 ) and it belongs 
to the calcitonin peptide superfamily, which also includes calcitonin gene-related 
peptide (CGRP), amylin, and adrenomedullin-2/intermedin [ 6 ]. Functional AM or 
CGRP receptors comprise calcitonin receptor-like receptor (CRLR) and a receptor 
activity- modifying protein (RAMP) [ 7 ]. Three types of RAMP are expressed in 
mammalian tissue, and CRLR can function as either a CGRP receptor or an AM 
receptor, depending on the co-expressed RAMP subtype (Fig.  1 ).

   The precursor of human AM (human preproAM) comprises 185 amino acids and 
includes the AM sequence [ 8 ]. In addition to AM, proadrenomedullin (proAM) con-
tains a novel 20-residue peptide called proadrenomedullin N-terminal 20 peptide 
(PAMP), which is also processed from the AM precursor (Fig.  1 ), but PAMP is not 
discussed here. 

 AM is essentially ubiquitous in human tissues. Immunoreactive AM has been 
identifi ed in cardiovascular, renal, respiratory, gastrointestinal, reproductive, 
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adrenomedullin (AM)
Proadrenomedullin N-terminal
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  Fig. 1    Processing and biosynthesis of AM and PAMP from preproAM and relationships between 
AM and its receptor. When processed from preproAM, AM-Gly, an intermediate form (iAM), is 
produced and converted by an amidation enzyme to mature AM (mAM) with an amide structure at 
the C-terminal [ 8 ]. The mature form of PAMP is thought to be produced via a similar process. 
CRLR serves as a CGRP receptor when co-expressed with RAMP1, and as an AM type 1 or 2 
(AM1 or AM2) receptor when co-expressed with either RAMP2 or RAMP3, respectively [ 7 ]       
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 neurological, endocrine, and immune tissues [ 9 ]. AM is produced in stromal as well 
as parenchymal cells, and numerous factors can infl uence its synthesis. For  example, 
cardiovascular hormones such as angiotensin II and endothelin increase AM 
 production in vascular smooth muscle cells (VSMCs). The production of AM is also 
regulated by physical factors such as shear stress, ventricular wall stress, and 
hypoxia, as well as by infl ammatory cytokines such as tumor necrosis factor 
(TNF)-α and interleukin (IL)-1 [ 11 ]. Lipopolysaccharide (LPS) also stimulates the 
synthesis and secretion of AM in endothelial cells, VSMCs, and various other cell 
types [ 10 ]. 

 AM has generally been characterized as a cardiovascular hormone. Consistent 
with such a classifi cation, AM is an essential cardiovascular peptide involved in 
regulating the circulation and controlling body fl uids. In addition, AM reportedly 
exerts angiogenic, lymphangiogenic, antioxidant, tissue protective and reparative, 
and anti-infl ammatory effects. These multiple biological activities of AM have been 
described in two recent reviews [ 4 ,  11 ].  

    Pathophysiological Roles of AM in Infl ammation 

 Plasma AM concentrations are elevated in patients with hypertension, congestive 
heart failure, myocardial infarction, or renal diseases, and during the acute phase of 
stroke [ 12 – 14 ]. Two molecular forms of AM circulate in the blood of humans and 
rats; one is a mature form of AM with an amidated C-terminal (AM–NH2), and the 
other is an intermediate form with a non-amidated C-terminal glycine (AM–Gly). 
Plasma and tissue AM concentrations have been measured in several studies, but 
most of them detected immunoreactive AM as total AM comprising AM–NH2 and 
AM–Gly [ 12 ,  13 ,  15 ]. Figure  2  shows a comparison of plasma mature and total AM 
concentrations in several diseases. Both mature and total AM levels in plasma are 
increased in arthritis and infl ammatory bowel diseases in addition to hypertension 
and renal diseases.
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   Given its biological activity as a circulation control factor with potent hypotensive 
and natriuretic activity, elevated AM in cardiovascular disease might inhibit disease 
progression. Plasma AM concentrations are also increased in patients with septic 
shock [ 16 ,  17 ], and we also found high levels of plasma AM in patients with UC 
(Fig.  2 ). Pro-infl ammatory cytokines such as TNF-α and IL-1, and LPS can induce 
AM synthesis. Conversely, AM causes the downregulation of infl ammatory 
 cytokines in Swiss 3 T3 fi broblasts [ 18 ] and rat alveolar macrophages [ 19 ]. In addi-
tion, AM possesses immunomodulatory activities that downregulate infl ammatory 
processes in various models, including those of arthritis [ 20 ] and pancreatitis [ 21 ]. 
These findings suggest that beyond having vasorelaxant activity, AM might 
negatively regulate the infl ammatory response. Consistent with this notion, AM 
secretion and plasma levels are both increased in models of endotoxic shock [ 22 ]. 
Furthermore, heterozygous AM knockout mice are signifi cantly more sensitive to 
endotoxic shock than wild-type mice [ 23 ], whereas transgenic mice overexpressing 
AM are resistant to endotoxic shock [ 24 ]. Taken together, these fi ndings suggest 
that AM is an anti-infl ammatory peptide that exerts protective effects in the context 
of endotoxic shock and infl ammatory disorders. 

 AM is also widely distributed in the gastrointestinal tract, and is expressed at 
high levels in the stomach and colon. Immunohistochemical analysis has revealed 
AM-immunoreactive (IR) cells in the pyloric glands, where they also stain  positively 
for chromogranin A and gastrin [ 25 ]. AM-IR cells are also found in the mucosal and 
glandular epithelia of the digestive tract, as well as in the endocrine and neuroendo-
crine systems [ 9 ]. Tissues surrounding gastric ulcers stain intensely for AM [ 26 ], 
and AM expression in these regions tends to increase during the healing and  scarring 
stages of gastric ulcers, suggesting that AM is involved in gastric mucosal healing. 
Indeed, AM has signifi cant ulcer-healing activities in animal models of gastric 
ulcers [ 27 ,  28 ]. The mechanism through which AM stimulates ulcer healing is 
presumed to involve the preservation of gastric blood fl ow, the inhibition of gastric 
acid secretion, the stimulation of angiogenesis, and the proliferation of mucosal 
epithelial cells. On the other hand, AM expression is increased in human colon 
cancer cells [ 29 ,  30 ]. Thus, AM may contribute to the pathogenesis of colon cancer 
through its ability to stimulate angiogenesis and cell proliferation.  

    Preclinical Pharmacological Effect of AM in Experimental 
Model of Colitis 

 As summarized above, AM apparently exerts anti-infl ammatory effects by inhibit-
ing the expression of TNF-α and IL-1β, and it protects against experimentally 
induced ulcers of the gastric mucosa. AM immunoreactivity has been detected 
throughout the gastrointestinal tract, with concentrations being comparably high in 
the stomach and colon [ 25 ]. Although little is understood about the physiological 
and pathophysiological functions of AM in the gastrointestinal tract, these fi ndings 
suggest that endogenously expressed AM in the colon could play an important 
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protective role against infl ammatory bowel diseases. To test this hypothesis, we 
assessed the effect of synthetic AM on acetic acid–induced colitis and cytokine 
production [ 31 ]. Colitis was induced using the method of Kojima et al. [ 32 ], after 
which AM or saline was administered anally once a day for 3–10 days. The syn-
thetic AM signifi cantly reduced the size and severity of the ulcerative lesions and 
also reduced edema (Fig.  3a, b ). Microscopically, less severe ulceration, reduced 
edema, and milder infi ltration of the lamina propria by infl ammatory cells were 
found in samples of colonic mucosa from rats treated with AM. Furthermore, IL-6 
levels in the affected tissues were signifi cantly lower in AM-treated rats than in 
control rats. On the other hand, AM did not signifi cantly affect levels of interferon-γ 
(IFN-γ). The ability of AM to reduce areas of ulceration was dose dependent, with 
the benefi cial effect of AM waning somewhat at higher doses (Fig.  3c ).

   We further evaluated the effects of AM and its mechanism of action in dextran 
sulfate sodium (DSS)–induced colitis, a popular experimental model of UC, 
focusing on epithelial barrier function [ 33 ,  34 ]. Control mice given DSS developed 
profound and sustained weight loss with symptoms of diarrhea and hematochezia 
(a major symptom of colitis) whereas body weight was maintained and clinical 
symptoms were suppressed in mice treated with AM. Histological analysis of tissue 
 samples collected from control mice on day 10 after DSS administration revealed 
remarkable thickening of the colonic wall with pronounced crypt abscesses, 
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  Fig. 3    Macroscopic and histological appearance of colonic ulcers induced by subserosal injection 
of acetic acid. Rats were treated with saline ( a ) or AM ( b ) for 5 days. Rats given AM had milder 
ulceration and less edema. Effects of AM (0.25–50.0 μg/day) on acetic acid–induced colonic 
ulcers at 5 days after induction ( c ) ( n  = 5 per group). AM dose-dependently reduced the ulcer area, 
but this effect was diminished at higher doses (Modifi ed and redrawn from Ashizuka et al. [ 31 ])       
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endothelial erosions, and destroyed epithelial integrity. In contrast, the mice treated 
with AM exhibited far less severe histological manifestations, although the colon 
wall had become mildly thickened. Intestinal intraepithelial T lymphocytes (IELs) 
are essential for maintaining epithelial function and preventing infl ammatory 
responses, and we found that IELs isolated from the large intestine of AM-treated 
mice consistently produced less IFN-γ, TNF-α, and IL-6 than those from control 
mice, and that production of transforming growth factor-β (TGF-β) was induced. 
The induction of DSS colitis leads to changes in IEL profi les, with a relative 
decrease in the numbers of T cell receptor (TCR)γδ + cells that express TGF-β and 
might suppress infl ammation by acting as regulatory T cells. Treating mice with 
AM prevents the TCRγδ IEL population from becoming reduced, which would in 
turn inhibit the production of infl ammatory cytokines and increase the production of 
TGF-β, thus suppressing signal transducer and activator of transcription (STAT)-3 
and STAT-1 activation in epithelial cells. The mRNA expression of junctional 
 molecules that contribute to the structure and function of tight junctions is obviously 
reduced in DSS colitis. However, such a reduction is much smaller in AM-treated 
mice, which might contribute to the suppression of the disease trajectory. 

 AM also exerts potent activity against various bacteria [ 35 ,  36 ]—for example, 
 Escherichia coli —and the fact that the AM distribution within the mucosa is very 
similar to that of the defensin family of proteins [ 36 ] suggests that AM may also 
help defend against infection. In addition, the gastrointestinal tracts of AM-treated 
mice contain signifi cantly fewer bacterial anaerobes than those of control mice [ 33 ]. 
The numbers of facultative anaerobes reportedly correlate with IBD activity in 
humans [ 37 ] and thus AM may protect against disruption of the mucosal epithelium 
through the suppression and translocation of anaerobes in the intestinal mucosa. 

 Reports from other laboratories also suggest that AM exerts benefi cial effects 
against experimental models of colitis. For example, AM suppresses the 
 infl ammatory response and mediates the partial regeneration of mucosal immune 
tolerance in a model of TNBS-induced colitis, which refl ects severe IBD [ 38 ]. In 
addition, AM is an effi cient counter-regulatory agent that protects and improves 
the microcirculation that becomes adversely affected by cyclooxygenase (COX)-2 
and inducible nitric oxide synthase (iNOS)/NO abnormalities during infl amma-
tion [ 39 ,  40 ]. Hayashi et al. recently reported that AM ameliorates DSS-induced 
colitis, possibly via suppression of the systemic and local production of cytokines, 
such as TNF-α and IL-6, which accelerate ulcer healing and colonic mucosal 
regeneration [ 41 ]. AM also appears to reduce infl ammatory indices and histological 
infl ammation in DSS-induced murine colitis, and these benefi cial effects are 
 associated with mucosal protection through the fi ne tuning of hypoxia-induced 
factor (HIF) activity [ 42 ]. 

 Given its effectiveness in these experimental models of colitis, we suggest that 
AM has potential as a novel agent for the treatment of IBD, and that it works by 
exerting anti-infl ammatory and antibacterial effects and by stimulating mucosal 
regeneration and helping to maintain the colonic epithelial barrier.  
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    Exploratory Clinical Study of AM as a Therapeutic Agent 
for Refractory Ulcerative Colitis 

 AM confers benefi ts upon patients with cardiovascular diseases such as myocardial 
infarction, congestive heart failure, hypertension, pulmonary hypertension, and 
limb ischemia. The fi rst clinical pilot study of intravenous AM in patients with acute 
myocardial infarction [ 43 ] found that an infusion of 12.5–25 ng/kg/min of AM for 
12 h did not signifi cantly affect the hemodynamic parameters of the patients, but 
signifi cantly improved the wall motion index in infarct areas at 3 months post- 
infarction, compared with baseline. Intravenously infused AM thus appears to exert 
potentially protective cardiovascular effects without severe adverse effects, which 
allows it to serve as a possible adjunct to percutaneous coronary intervention. 

 We found that AM infusions cause similar and steady decreases in blood  pressure 
(Fig.  4a ) and several markers of arteriosclerosis (such as pulse wave velocity) in 
patients with essential hypertension and primary aldosteronism (PA) [ 44 ,  45 ]. The 
infused AM suppressed aldosterone release to values within the normal range in 
the PA group, but had limited effect in the control group and did not alter adreno-
corticotropic hormone–cortisol system in both groups (Fig.  4b ). An infusion of AM 
(15 ng/kg/min) induced an increase of circulating C-reactive protein (CRP) in all 
participants, which suggests that AM can inhibit or stimulate infl ammation, depending 
upon the milieu. Consistent with this notion, AM downregulates TNF-α, an important 
mediator of cytokine production, in macrophages and Swiss 3 T3 cells [ 18 ,  19 ], but 
stimulates IL-6 production in NR8383 and Swiss 3 T3 cells [ 46 ,  47 ]. Furthermore, 
bell-shaped dose-response curves (Fig.  3c ) suggest that the benefi cial effect of AM 
on ulcerative area is dose dependent, and that this effect tends to wane at higher 
doses. This means that an AM dose of 15 ng/kg/min is too high for treating 

40

50

60

70

80

90

100

110

Time (hrs)

B
P

(m
m

H
g)

 a
nd

 H
R

(b
pm

)

P
la

sm
a 

al
do

st
er

on
e 

co
nc

en
tr

at
io

n 
(p

g/
m

l)

40

60

80

100

120

140

160

0 6 12 18 24 30 36 42

*
SBP

DBP

HR

AM infusion

** **

**

****

**

**
**

Time (hrs)

0 6 12 18 24 30 36 42

AM or saline infusion

AM infusion

Saline infusion

*
**

a b

  Fig. 4    Changes in blood pressure ( a ) and plasma aldosterone levels ( b ) during infusion of AM or 
vehicle in patients with essential hypertension and primary aldosteronism (Modifi ed and redrawn 
from Ashizuka et al. [ 48 ])       

 

K. Kitamura et al.



235

IBD. Therefore, we clinically treated UC by administering AM at a dose of 9 ng/kg/
min, which does not evoke severe hypotension or stimulate CRP production. Below, 
we describe the fi rst patient with UC whom we treated using AM. The excellent 
results indicated that AM can effectively treat refractory UC [ 48 ,  34 ].

   A 68-year-old woman who was undergoing treatment for diabetes presented with 
a 3-year history of refractory UC. During previous fl are-ups, clinical remission was 
achieved using a high-dose steroid infusion and leukocytapheresis, but insuffi cient 
mucosal repair required a regimen of continuous prednisolone (PSL) with azathio-
prine (AZA). However, the patient’s condition worsened, with symptoms of severe 
abdominal pain and bloody stools. Colonoscopy revealed deep ulcerations and ero-
sions throughout the large intestine (Fig.  5a ). Higher doses of PSL in combination 
with leukocytapheresis failed to induce remission (Ulcerative Colitis Disease 
Activity Index (UCDAI) score: 7). After ischemic heart disease, cerebrovascular 
disease, and malignancy were ruled out, AM (9 ng/kg/min) was intravenously 
administered for 12 days (8 h/day), which alleviated the abdominal pain and bloody 
stool after a few days. No adverse effects occurred except for a slight decline in 
blood pressure. Colonoscopy 2 weeks later revealed signifi cant mucosal regenera-
tion (Fig.  5b ), which gastroenterologists had never encountered before, and the 
patient’s UCDAI score had declined to 2. Colonoscopy 3 months later revealed that 

  Fig. 5    Colonoscopy fi ndings: ( a ) before; ( b ) 2 weeks after; ( c ) 3 months after; and ( d ) 12 months 
after treatment with AM (Modifi ed from Ashizuka et al. [ 48 ])       
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all of the colonic lesions had healed with scarring and the patient’s UCDAI score 
had reached 0, which prompted withdrawal of the PSL (Fig.  5a ). Thus, AM appears 
to be effective against refractory UC in animal models of colitis and for patients 
with refractory UC.

   Table  1  summarizes the comparison of AM therapy and existing methods 
 currently used to treat IBD that all act through the induction and maintenance of 
remission [ 2 ,  34 ]. These include aminosalicylates (5-ASA), steroids (prednisolone), 
immune modifi ers (azathioprine, 6-MP and methotrexate), and biologics (infl ix-

   Table 1    Comparison of AM therapy and methods currently used to treat IBD   

 Agent  Mechanism  Merit  Demerit 

 Anti-infl ammatory 
agent 

 Inhibition of LTB4 
production 

 Safety  Insuffi cient for severe 
UC 

 SASP/5-ASA  Removal of reactive 
oxygen 

 Hormonal agent  Inhibition of infl ammatory 
cytokines 

 Potent anti-
infl ammatory 
effect 

 Cumulative toxicity 
(metabolic 
abnormality) 

 Predonisolone  Inhibition of cell 
proliferation and 
differentiation 

 Susceptibility to 
infection 

 Inhibition of cell 
infi ltration 

 Immunosuppressor  Inhibition of DNA 
synthesis 

 Maintenance of 
remission 

 Myelosuppression 

 Azathioprine/6MP  Immunosuppressor  Susceptibility to 
infection 
 Malignant lymphoma? 

 Immunosuppressor  Inhibition of IL-2  Potent anti-
infl ammatory 
effect 

 Monitoring the 
concentration in blood 

 Cyclosporine, 
Tacrolims 

 Susceptibility to 
infection 
 Finger tremor, Renal 
damage 

 Anti-cytokine agent  Anti-TNF-α  Potent anti-
infl ammatory 
effect 

 Tachyphylaxis, Allergy 
 Susceptibility to 
infection (tuberculosis) 

 Infl iximab, 
Adalimumab 

 Malignant lymphoma? 

 Blood component 
removal 

 Removal of activated 
leukocyte 

 Safety  Delayed effect 
(~2 weeks) 

 LCAP/GMA  Troublesome 
 Endogenous peptide  Mucosal healing  Safety  Hypotensive effect 
 Adrenomedullin  Inhibition of infl ammatory 

cytokines 
 New mechanism 

 Angiogenesis, 
Amelioration of ischemia 
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imab). However, the results obtained with these medications are not completely 
satisfactory in about one quarter of UC patients, as their effects are either insuffi -
cient or lead to complications. Surgical treatment (colectomy) may be considered 
for such patients.

   In addition to conventional steroid therapy, immune modifi ers or biologics are 
commonly used to treat steroid-resistant or steroid-dependent refractory 
UC. Although these therapies can be effective, potentially serious infections such as 
fungal diseases and tuberculosis are a concern, especially in patients with diabetes 
mellitus. In addition, immune modifi ers can cause malignant lymphoma in young 
patients. Therefore, new and effective drugs that lack these adverse side effects 
are highly desirable. We found that a continuous intravenous infusion of AM 
ameliorated the symptoms of intractable UC without adverse side effects. Moreover, 
endoscopic evaluation after AM therapy showed remarkable mucosal regeneration 
and healing with neovascularization at previously ulcerative or erosive lesions. 
These results suggest that AM is a potentially useful therapeutic agent with a novel 
mechanism of action that involves anti-infl ammatory effects with mucosal and 
 vascular regeneration.  

    Conclusion 

 Here, we have provided general information about AM, its physiological and patho-
physiological roles in the gastrointestinal tract, and translational research demonstrating 
the safety and value of AM for treating refractory UC. AM is a multifunctional cardio-
vascular hormone that exerts curative effects on cardiocirculatory dynamics. Thus, AM 
has been investigated mainly in the context of cardiovascular disease. However, AM can 
also protect organs and regenerate tissues, and it exerts anti- infl ammatory and angio-
genic effects while stimulating epithelial and mucosal cell proliferation. This suggests 
that AM could help to treat various diseases in addition to cardiovascular disease. With 
respect to its use in the treatment of refractory UC, AM has no antigenicity because it is 
an endogenous peptide. Moreover, its mode of action differs from those of existing 
immunomodulators such as steroids, immune modifi ers, and biologics. Additional study 
is required to confi rm whether or not AM could treat refractory UC.     
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      RNA Activation                     

       X.  Y.     Zhao    ,     J.     Voutila    ,     Nagy     A.     Habib     , and     Vikash     Reebye    

    Abstract     The ability to manipulate gene expression is invaluable for understanding 
the molecular pathogenesis of disease as well as for developing novel therapeutics. 
RNA interference provides a robust platform for the knockdown of a specifi c gene 
at the post-transcriptional level, but activation of specifi c genes traditionally has 
been limited to ligand-mediated activation of signal transduction pathways or 
introduction of exogenous transgenes from expression vectors. Recent work has 
shown that small RNA molecules targeted to the promoter region of a gene can 
activate gene expression. This phenomenon, called RNA activation, provides a tool 
for specifi c activation of endogenous genes, and introduces a new role for noncod-
ing RNAs in the regulation of gene expression. These small RNAs are typically 
21-nucleotide duplexes, and have been shown to activate a wide variety of genes in 
many cell types and across species. The application of this technology will prove 
invaluable for basic research through gain-of-function studies and potentially targeted 
gene activation for disease intervention. This chapter will cover what is currently 
defi ned on the mechanism of RNA activation, and will explore the possible applica-
tion of this technology for novel therapeutics.  

  Keywords     RNA activation   •   Non-coding RNA   •   Small RNA   •   Gene regulation   • 
  Regenerative medicine   •   RNA therapeutics  

        Introduction 

 Noncoding RNA (ncRNA) gained popularity as tools for loss-of-function studies 
by their ability to cause target transcript degradation through small inhibitory 
RNAs (siRNAs). The full compendium of noncoding RNAs now includes miRNA, 
PIWI- interacting RNA (piRNA), and long noncoding RNA (lncRNA) to carry out 
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crucial roles such as transcriptional, post-transcriptional, and chromatin-modifying 
regulators. Although ncRNAs were predominantly seen as inhibitors of gene expres-
sion, we now recognize that these small RNA strands have much more complex 
functions including strong transcriptional upregulation; concepts which ultimately 
may have implications in the etiology of cancer [ 1 ,  2 ]. 

 Small ncRNAs are classifi ed into three main categories, all of which modulate 
gene expression by targeting transcripts within the cytoplasm. These include 
microRNAs (miRNAs), which inhibit protein translation by base-pairing with 
imperfect complementarity to target sequences within mRNA molecules; PIWI- 
interacting RNAs (piRNAs), which are involved in gene silencing by targeting 
transposons in animal germ cells; and small interfering RNAs (siRNAs) or RNA 
interference (RNAi), which target homologous mRNA sequences to degrade tran-
scripts, leading to post-transcriptional gene silencing [ 3 – 5 ]. A new addition can be 
made to this category, in the form of activating RNAs, the discovery of which was 
made serendipitously [ 6 ]. While attempting to silence E-cadherin gene transcrip-
tion, using small double-stranded RNAs (dsRNAs) in human cells, Li et al. [ 7 ] 
observed that several promoter-targeted dsRNA molecules were able to activate 
gene and protein expression. A similar event was also confi rmed independently by 
Janowski  et al . [ 8 ] who demonstrated that expression of the progesterone receptor 
(PR) could be activated by specifi c dsRNAs interacting upstream of the transcrip-
tion start site (TSS) within the promoter region of mammalian cells and even beyond 
the 3’ terminus region of the PR mRNA [ 9 ]. This phenomenon of activating RNA has 
now adopted numerous nomenclatures across the scientifi c community, including 
RNA activation (RNAa), small activating RNAs or short-activating RNAs (saRNAs, 
which will be used for this chapter), and antigene RNAs (agRNAs). To date, the 
number of characterized saRNA targets, which include E-cadherin, PR, p21, KLF4, 
and p53 amongst others, demonstrate that this non-integrative approach to selec-
tively activate target genes will undoubtedly make an invaluable contribution to 
gain-of-function studies in translational medicine. The future of RNA therapy will 
entail the ability to synthesise saRNA duplexes for desired gene targets and the 
loading of these therapeutic agents into appropriate carrier particles for biodistribu-
tion to target organs. This chapter will provide an overview on saRNAs and their 
potential introduction into therapeutic applications.  

    Molecular Mechanism 

    saRNA-Associated Proteins 

    Argonaute Proteins 

 Despite entering a decade since the fi rst report of activating RNA was made to the 
scientifi c community, a clear and complete mechanistic understanding of how these 
molecules work is still being sought after. The accumulation of work over this time 
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has highlighted important components that demonstrate how saRNA molecules 
might function. These include the orchestration of numerous RNA-binding enzymes, 
epigenetic changes, and recruitment of the transcriptional activation machinery. The 
most accepted mechanism of action currently includes the association of saRNAs 
with the Argonaute (Ago) protein family. Mammalian cells contain four variants of 
Ago. These are Ago1, Ago2, Ago3, and Ago4, and are classed as catalytic proteins 
which exert important biological roles in embryonic development and cell differen-
tiation. The Ago proteins are particularly well characterized for their contribution in 
gene-silencing pathways guided by small RNA molecules [ 10 ]. Human Ago1, 
Ago3, and Ago4 are clustered on chromosome 1, whereas Ago2 is located on chro-
mosome 8. Although the clustering might not be indicative of independent function, 
Ago2 demonstrates a more prominent role in siRNA-mediated gene silencing 
through its ability to cleave mRNA strands [ 11 ]. During the canonical RNA interfer-
ence process, siRNAs are recruited by Ago2 for the formation of RNA-induced 
silencing complex (RISC). Now it appears that Ago2 is also implicated in molecular 
events that orchestrate RNA-dependent gene activation. Its exact role has yet to be 
fully defi ned; however, it is believed that Ago2 cleaves out the passenger strand 
from saRNA duplexes, after which the Ago2/saRNA guide strand translocates to the 
nucleus [ 7 ,  12 ,  13 ]. The Ago2/saRNA complex is then believed to recognize com-
plementary sequences on either the promoter or enhancer regions of target genes or 
even on nascent promoter RNA [ 14 ,  15 ]. The guide strand also recruits chromatin- 
modifying enzymes to the cis-regulatory elements of target genes to modulate 
epigenetic changes and allow transcriptional activation of target genes. This multi-
complex protein module regulates and stabilizes histone modifi cation processes, 
which, as a result, leads to a longer duration of gene regulation when saRNA effects 
are compared with the more transient dynamics of siRNA [ 10 ,  16 ].  

    Heterogeneous Nuclear RNA-Binding Proteins 

 The saRNA guide strand mediates the interaction of functional proteins that form 
part of the ribonucleoprotein complex. Historically, the role of heterogeneous 
nuclear proteins (hnRNPs) has been known to be crucial in regulating gene tran-
scription and other processes such as DNA and RNA strand stability and subcellular 
shuttling of mRNA [ 17 – 19 ]. HnRNPs are now known to be intricately implicated in 
modulating saRNA activity as demonstrated by saRNA-induced recruitment of 
hnRNP-K. Recently, Jia  et al . discovered that hnRNPs (A1, A2/B1, and C1/C2) 
were involved in promoter-associated saRNA. HnRNPA2/B1, in particular, was 
crucially important for saRNA-induced activation of target genes in both the  in vitro  
and  in vivo  settings [ 20 – 22 ]. Whether additional proteins are also involved is 
still unknown; however, defi ning the role of each component will undoubtedly 
bring us closer to understanding the nuclear mechanism of saRNA-dependent 
gene activation.  
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    Histone Modifi cation Enzymes 

 The kinetics of saRNA appear to be distinct from classical RNAi. While siRNA- 
induced post-transcriptional gene silencing can be observed within hours after 
transfection and lasts for up to 7 days; the dynamics of saRNA-induced gene activa-
tion, on the other hand, reveal a typical delay of up to 48 h following transfection 
into mammalian cells [ 12 ,  16 ,  23 ,  24 ]. For example, Place  et al . [ 16 ] noticed that 
MOF or E2F1 silencing by siRNA began to emerge 6 h following transfection, with 
levels subsiding by 24 h. In contrast, E-cadherin and p21 activation by saRNA was 
observed at 48 h, with levels almost maximally increasing by 72 h. In some cell 
lines, saRNA-induced gene upregulation is seen to be preserved for almost 2 weeks. 
These discoveries, accompanied by the observation of Janowski’s team, suggest that 
the delayed response of saRNAs can be attributed to the more complex orchestra-
tion of events that need to occur for targeted gene activation. 

 saRNA initially requires shuttling into the nucleus to its intended target. The 
interaction of Ago2 with saRNA, as mentioned above, and subsequent cleavage of 
the guide strand are believed to be the key initiation processes. Once the Ago2/
saRNA guide complex accesses the gene target site together with their association 
with hnRNPs, a series of histone modifi cations is thought to occur. This observation 
originates from studies where agents that block histone modifi cation appeared to 
suppress the effects of saRNAs, while agents that decrease acetylation of histone 
(H3K4), H3K14, and H3K9 appeared to upregulate saRNA-targeted upregulation of 
the PR gene and E-cadherin [ 25 – 29 ]. DNA-bound Ago2/saRNA guide might then 
regulate changes in DNA methylation. Since the prolonged duration of saRNA- 
induced gene activation occurs for up to 7 days, this suggests that major regulatory 
modifi cations ensue. This presents an attractive feature of saRNA for therapeutic 
use [ 16 ,  25 ].   

    Target Site Selection of saRNA 

 The recognition that RNA duplexes strongly activate transcription of target genes 
has unfortunately made very slow progress toward exploitation for therapeutic use. 
The main hurdle on this front has been the lack of a mechanistic understanding of 
how saRNAs induce targeted transcriptional activation, and whether the same 
process occurs systematically across all variants of activating RNAs or whether it 
refers to RNAa, agRNA, or saRNA. On the basis of existing concepts, activating 
RNA appears to involve components of the transcriptional and epigenetic machinery 
to exert their effects on target genes. However, the genomic target site of saRNA 
still holds subjective observations, which are sometimes contradictory. saRNAs 
generally demonstrate strand pattern preference, and this is guided by just one 
strand (either the sense or the antisense strand) [ 10 ]. The interaction of the single 
‘guide’ strand with Ago2 is thought to be drawn toward either complementary sense 
strand or, as seen with the PR and low-density lipoprotein receptor (LDLR), this can 
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be with the antisense transcript where the saRNA–Ago complex interacts with 
heterochromatic protein 1-γ (HP1γ) and RNA polymerase II (RNAPII) [ 30 – 33 ]. 

 Some have suggested that saRNAs target sequences downstream from the 3′ 
untranslated region (3′-UTR) of the intended target gene. Others have suggested 
that saRNAs demonstrate optimal function when they overlap the TSS of the 
intended target gene or are within a 200–1,200 bp region upstream of the TSS 
[ 9 ,  25 ,  34 ]. 

 To further add to the complicated mechanism of how saRNAs recognize their 
targets, the effi cacy of its activity is also dependent on the selection method of the 
guide strand and the systematic understanding of how, in conjunction with its inter-
action with Ago2, it can mediate specifi city. This is an important feature, as the 
effects of RNA activation changes signifi cantly in response to subtle modifi cations 
in the sequence of the activating RNA. Moreover, the specifi c sequence of the 
saRNA is also thought to strongly infl uence its subcellular localization, as this is 
clearly seen with miRNAs where their distribution in the cytoplasm or nucleus is 
affected on the basis of the sequence they contain. Again, these features are yet to 
be fully characterized with saRNA duplexes [ 35 ,  36 ]. 

 Since Ago2 recruitment of saRNA initiates a strong transcriptional activation 
effect in mammalian cells, it is thought that target genes must be accessible to the 
Ago2/saRNA complex.  Therefore, the effectiveness of the saRNA would be depen-
dent on  epigenetic alterations. [ 7 ]. This concept, again, is subjective, as there is 
evidence to show that transcription factors that are able to drive pluripotency can be 
induced by saRNAs in human mesenchymal stem cells [ 37 ]. The Ago2 processing 
unit has also created some dispute, where it is thought that Ago2-induced degrada-
tion of the strand does not emerge on the noncoding transcript of the target gene. 
Others have suggested that Ago2-induced antisense cleavage is directly infl uenced 
by the saRNA sequence [ 38 – 40 ]. This also remains to be defi ned. Despite these 
mechanistic oversights, the existence of iterative approaches to design and select 
saRNA duplexes for any desired target gene, and the established potential of their 
use in medical research, provide certainty that there will be strong drive to decipher 
the mechanism of action of saRNAs.  During this time many promising targets for 
gain-of-function therapies will be at the ready.   

    Application of saRNA 

    Stem Cell Differentiation 

 RNA activation presents itself as a powerful biological tool to selectively enhance 
the transcriptional expression of target genes. Recently, it has been demonstrated 
that once the process of target gene site selection is optimized, synthetic double- 
stranded saRNA can be synthesized and used appropriately as a workfl ow to achieve 
a variety of desired biological effects. For regenerative medicine, the focus on 
inducible pluripotent stem cells or transdifferentiation of adult hematopoietic stem 
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cells toward surrogate organ cell phenotypes could be  greatly impacted by the use 
of saRNAs. Driving CD34 +  hematopoietic stem cells toward an insulin-expressing 
phenotype is currently an attractive ‘autologous therapy’ for patients with type 1 
diabetes. While numerous methods, which include changes in the growth factor and 
cytokine microenvironment of stem cells, have paved the way to achieving this, the 
introduction of saRNA targeting the islet-β cell master transcription factor (MAFA) 
has bypassed many hurdles. saRNAs targeting MAFA have signifi cantly reduced 
the duration of transdifferentiation and greatly enhanced maturation of adult hema-
topoietic CD34 +  stem cells toward an insulin-secreting phenotype that responds to 
changes in the glucose gradient [ 41 ]. Although this strategy may not completely 
eliminate the demand for pharmacological insulin replacement, it might offer a 
baseline to reduce the risk of non-compliance in many patient groups with diabetes 
who are entirely dependent on insulin replacement therapy. 

 The ability to modulate pluripotent reprogramming factors, such as Kruppel-like 
factor 4 (KFL4) and c-Myc, by synthetic saRNA is likely to accelerate stem cell 
research [ 37 ]. Combined expression of OCT3/4, SOX2, KLF4, and c-Myc already 
allows reprogramming of adult fi broblasts into induced pluripotent stem cells for a 
myriad of applications [ 42 ]. Achieving this with synthetic saRNA that can be used 
safely across different platforms will undoubtedly improve the scope for using this 
technology as a clinically safe and effi cient alternative to reprogram genes for 
regenerative medicine.  

    Clinical Therapy (Regenerative Medicine) 

 Over the past decade, a number of clinical trials have been initiated to evaluate the 
safety and effi cacy of a variety of innovative RNA-based therapeutic strategies. 
Although most of these systems inhibit gene expression, block protein function, or 
induce potent immune responses of cytotoxic T lymphocytes to control tumor 
growth, RNA therapeutics are now increasingly being validated toward gain-of- 
function studies. saRNA that enhances transcription of C/EBPα, a member of the 
C/EBP family of transcription factors, in hepatocellular carcinoma (HCC-HepG2) 
cells was shown to have a powerful anti-proliferation role in hepatocytes by differ-
entially regulating tumor suppressors [ 24 ]. It was demonstrated that peripheral 
injection of the same saRNA formulated  with a clinically relevant synthetic carrier 
molecule, such as PAMAM dendrimers, into an animal model of liver failure 
and hepatocellular carcinoma drastically improved both liver function and tumor 
burden [ 24 ,  43 ]. While the current of list of saRNA targets continue to grow, the 
prospect of gain-of-function therapy with tumor suppressor genes relevant to liver, 
prostate, breast, and bladder cancer gives great promise for oncology [ 44 – 47 ]. 
SaRNA- induced activation of p21 and Wilm’s tumor 1 gene (WT1) has been shown 
to inhibit cell proliferation as well as accelerating apoptosis in HCC (HepG2) and 
suppression of cell invasion in breast cancer cells (MCF7) [ 48 – 51 ]. It has also been 
shown that saRNA-induced p21 activation causes cellular senescence to repress or 
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terminate androgen-independent prostate cancer cell (PC3) proliferation [ 52 – 54 ]. 
Additionally, the most challenging issue of innate or acquire resistance to chemo-
therapy can now potentially be addressed, since it has been demonstrated that 
saRNA-based intervention targeting p21 enhances the chemosensitivity of cisplatin 
in A549 non-small-cell lung carcinoma [ 55 ]. With new formulations of clinically 
effi cient carrier molecules on the horizon for organ-specifi c biodistribution, this 
alone offers a promising and optimistic future for cancer survival rates.   

    Concluding Remarks 

 It should be noted that the reports and reviews cited in this chapter have only come 
to light over the past 5 years. Just as it took over two decades for siRNAs to be fully 
appreciated and integrated as a powerful tool for loss-of-function studies in clinical 
research, the future of saRNA is undoubtedly promising. Its potential to regulate gene 
expression endogenously in living cells—and, as a result, its ability to selectively 
modulate signaling networks for known diseases or for stem cell reprogramming—
will likely attract the attention of the pharmaceutical industry [ 56 ]. This alone sets 
the momentum for more mechanistic work to prevail in deciphering the complicated 
but truly fascinating concept of gene activation via man-made RNA duplexes. 
saRNA-based therapeutics will hopefully become integrated into ‘personalized’ 
medicine for more precise patient care.     
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    Abstract     Heart disease remains the leading cause of death worldwide. Terminally 
differentiated cardiomyocytes do not possess regenerative capacity, and heart 
 disease is irreversible. Stem cell–derived cardiomyocytes are an attractive cell 
source for heart regeneration, but the risk of tumor formation due to contamination 
of stem cells, the complicated process of cell transplantation, and poor survival of 
the transplanted cells may be challenges for this approach. The discovery of repro-
gramming of fi broblasts into induced pluripotent stem cells (iPSCs) by the Yamanaka 
factors, Oct4, Sox2, Klf4, and c-Myc, inspired a new strategy to generate desired 
cell types from fi broblasts. It has been demonstrated that a diverse range of cell 
types, such as pancreatic β cells, blood cells, neurons, chondrocytes, and hepato-
cytes, can be directly generated from fi broblasts, using lineage-specifi c transcrip-
tion factors. We fi rst reported that functional cardiomyocytes can be generated from 
mouse fi broblasts using cardiac-specifi c transcription factors, Gata4, Mef2c, and 
Tbx5 (GMT) in vitro. Our subsequent work revealed that GMT can also convert 
resident cardiac fi broblasts into cardiomyocyte-like cells in infarcted mouse hearts. 
We also demonstrated that Gata4, Mef2c, Tbx5, Myocd, and Mesp1 (GMTMM) can 
convert human fi broblasts into cardiomyocyte-like cells, and that addition of miR-
133 to GMT or GMTMM promoted cardiac reprogramming in mouse and human 
fi broblasts. Intriguingly, miR-133 directly suppressed Snai1, a master gene of 
epithelial-to- mesenchymal transition, which in turn repressed fi broblast signatures 
and promoted cardiac reprogramming. Here, I review the recent studies in cardiac 
reprogramming and discuss the perspectives and challenges of this innovative 
 technology toward regenerative therapy.  
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        Introduction 

 Cardiovascular disease remains a leading cause of death worldwide for which 
 current therapeutic regimens remain limited. As terminally differentiated cardio-
myocytes have little regenerative capacity following injury, the demand for cardiac 
regenerative therapy is high. Following myocardial injury, endogenous cardiac 
fi broblasts, which account for more than half of the cells in the heart, proliferate and 
synthesize extracellular matrix, leading to fi brosis and heart failure. The large 
 population of cardiac fi broblasts might be a potential source of cardiomyocytes for 
regenerative applications, if they could be reprogrammed into functional cardio-
myocytes in situ. 

 The discovery of induced pluripotent stem cells (iPSCs) by Drs. Takahashi and 
Yamanaka provided a new strategy, which is direct generation of specifi c cell types 
from fi broblasts, using a combination of lineage-specifi c factors without mediating 
through a stem cell state. Recent studies demonstrated that direct reprogramming 
yields a diverse range of medically relevant cell types, including pancreatic β cells, 
neurons, chondrocytes, and hepatocytes from fi broblasts [ 1 – 7 ]. Recently, we and 
others reported that cardiac and skin fi broblasts could be directly reprogrammed 
into cardiomyocyte-like cells by several combinations of cardiac-specifi c factors 
[ 8 – 12 ]. We discovered that a combination of three cardiac-specifi c transcription 
factors,  Gata4 ,  Mef2c , and  Tbx5 , directly induced cardiomyocyte-like cells from 
mouse fi broblasts in vitro [ 8 ]. Subsequent studies revealed that direct gene transfer 
of the cardiac reprogramming factors in vivo could convert resident cardiac 
 fi broblasts into cardiomyocytes in infarcted hearts, and improved cardiac function 
after myocardial infarction (MI) [ 12 – 14 ]. We and others also reported that human 
fi broblasts could be reprogrammed into cardiomyocyte-like cells by addition of 
 cardiac transcription factors and miRNAs to GMT [ 15 – 17 ]. More recently, we 
found that cardiac-enriched miRNA, miR-133a (miR-133), promoted cardiac repro-
gramming in mouse embryonic fi broblasts (MEFs), adult mouse cardiac fi broblasts, 
and human cardiac fi broblasts (HCFs) in combination with GMT or GMTMM 
transduction. Mechanistically, miR-133 suppressed the fi broblast program by 
directly repressing Snai1, a master regulator of epithelial-to-mesenchymal  transition 
(EMT), and thereby promoted cardiac reprogramming. This chapter will discuss 
recent studies of direct cardiac reprogramming using defi ned factors and provide a 
future perspective of this new technology.  
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    Cell Fate Conversion by Transcription Factors 

 John Gurdon and colleagues demonstrated that the nucleus of a differentiated frog 
cell, when transferred into an enucleated egg, could be converted to the totipotent 
zygote and give rise to a whole new frog [ 18 ]. Davis et al. found that  MyoD , a 
 master gene of skeletal muscle, converted fi broblasts into myoblasts [ 19 – 21 ]. 
Despite the race to identify single transcription factors that could guide cell fate 
similarly to MyoD for other lineages, including cardiomyocytes, the MyoD para-
digm appeared to be an exception rather than the rule. Takahashi and Yamanaka 
achieved a breakthrough in this fi eld by overexpressing four embryonic stem cell 
(ESC)-specifi c transcription factors in fi broblasts and generating pluripotent stem 
cells, iPS cells. Using retroviral vectors, they expressed 24 candidate genes and 
selected for reprogramming by expression of Fbx15, a gene specifi cally expressed 
in pluripotent stem cells. The combination of 24 factors induced formation of 
 colonies with characteristic ESC morphology, and successive selection led to the 
minimally required core set of four genes, comprising Oct4, Sox2, Klf4, and c-Myc 
[ 22 ]. Many laboratories have since improved iPSC generation techniques to show 
that iPSCs share all features of ESCs, including expression of pluripotency markers, 
epigenetic marks, and the ability to generate chimeric mice. 

 The generation of iPSCs sparked a new idea, which is converting one cell type 
directly into another, using a combination of lineage-specifi c factors instead of 
 single master genes. For example, Vierbuchen et al. converted mouse fi broblasts 
into functional neurons in vitro, using the neuronal lineage-specifi c transcription 
factors  Ascl1 ,  Brn2 , and  Myt1l  [ 4 ]. Zhou et al. provided the fi rst evidence of cellular 
reprogramming in vivo using defi ned factors [ 5 ]. They showed that gene transfer of 
three transcription factors,  Ngn 3,  Pdx1 , and  Mafa  [ 23 ], effi ciently reprogrammed 
pancreatic exocrine cells into functional β cells in the mouse. The newly generated 
β cells in vivo were indistinguishable from endogenous islet β cells in terms of their 
structure and gene expression.  

    Direct Reprogramming of Mouse Fibroblasts into 
Cardiomyocytes in Vitro 

 In our study, we used cardiac fi broblasts (CFs) as a cell source for cardiac 
 reprogramming. CFs are found throughout cardiac tissues along with cardiomyo-
cytes, accounting for more than half of the cells in the heart, and may be a potential 
cell source for cardiac repair. To determine the candidate factors of cardiac 
 reprogramming, we identifi ed the genes that are specifi cally expressed in embry-
onic cardiomyocytes. We developed a novel cell purifi cation system in which 
embryonic cardiomyocytes and CFs can be purifi ed using FACS [ 24 ]. Using this 
system, we selected 14 factors as candidates for cardiac reprogramming, which are 
specifi cally expressed in cardiomyocytes and are critical for heart development. 
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 We next developed a screening system in which the induction of mature 
 cardiomyocytes from fi broblasts could be analyzed quantitatively by FACS. We 
generated α myosin heavy chain (αMHC) promoter-driven EGFP-IRES-Puromycin 
transgenic mice (αMHC-GFP), in which only mature cardiomyocytes expressed 
green fl uorescent protein (GFP) [ 8 ,  25 ,  26 ]. Transduction of all 14 factors into 
 fi broblasts induced 1.7 % of GFP +  cells, and serial removal of individual factors 
demonstrated that a combination of three factors (Gata4, Mef2c, and Tbx5) were 
suffi cient for effi cient GFP +  cell induction (around 15 %) from CFs. The three 
 cardiac reprogramming factors, Gata4, Mef2c, and Tbx5, are core cardiac transcrip-
tion factors during early heart development [ 27 – 29 ] and are known to interact with 
each other, coactivate cardiac gene expression, and promote cardiomyocyte differ-
entiation [ 30 – 32 ]. We designated these GFP +  cardiomyocyte-like cells as induced 
cardiomyocytes (iCMs). The iCMs expressed several cardiac marker proteins, such 
as sarcomeric α-actinin, cardiac troponin T, and atrial natriuretic factor (Fig.  1 ). 
They also had well-defi ned sarcomeric structures similar to neonatal cardiomyo-
cytes. The global gene expression profi le of GFP +  iCMs is not identical but similar 
to neonatal cardiomyocytes, and different from original CFs. We also found that 
functionally important cardiac genes, such as ion channel and sarcomere genes, 
were upregulated more in 4-week iCMs than in 2-week iCMs, suggesting that car-
diac differentiation occurred over several weeks. The chromatin state of iCMs was 
also similar to cardiomyocytes but different from fi broblasts in histone modifi ca-
tions and DNA methylation patterns [ 8 ]. These results suggest that iCMs are cardio-
myocyte-like cells in gene expression and epigenetic states. We also demonstrated 
that iCMs possessed functional properties characteristic of cardiomyocytes. The 
iCMs exhibited intracellular Ca 2+  transient and action potentials after 2–4 weeks of 
culture. In addition, CF-derived iCMs contracted spontaneously. To determine if the 
iCMs could arise from cells in other organs, we transduced the three factors into 
mouse tail-tip fi broblasts (TTFs). TTF- derived iCMs expressed cardiac markers and 

  Fig. 1    Cardiac reprogramming in mouse fi broblasts. ( a ) Screening system for cardiac reprogram-
ming factors. The α-MHC-GFP turns on, if reprogramming succeeds. ( b ) Immunohistochemistry 
for iCMs. Mouse fi broblasts were converted into cardiomyocyte-like cells (iCMs) by transduction 
of Gata4, Mef2c, and Tbx5. The iCMs expressed cardiac proteins and had striated muscle struc-
tures. ( c ) Microarray analyses for fi broblasts, iCMs, and cardiomyocytes. ( d ) Action potential 
recordings from iCMs and cardiomyocytes (Cited from Ieda et al. [ 8 ])       
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spontaneous intracellular Ca 2+  transients, while the percentage of cardiac troponin 
T +  cells was 50 % less than that of CF-derived iCMs. The TTF-derived iCMs had 
some functional characteristics of cardiomyocytes, such as spontaneous intracellu-
lar Ca 2+  transients, but we did not observe cellular contraction, suggesting that TTFs 
are more resistant to cardiac reprogramming by GMT. These fi ndings exclude the 
possibility that iCMs arise from contamination of cardiomyocytes or cardiac 
 progenitors in the fi broblast population [ 33 ,  34 ].

   While direct conversion of somatic cells to β cells and neurons was reported, the 
“route” of cell fate change was not clear. There are two possibilities for the repro-
gramming of fi broblasts into differentiated cardiomyocytes. One is direct conversion 
of fi broblasts into differentiated cardiomyocytes, and the other is that fi broblasts fi rst 
revert to a cardiac progenitor/stem cell state before further cardiac differentiation. We 
were able to genetically test these two possibilities by using mice expressing Isl1-
Cre-yellow fl uorescent protein (YFP) and Mesp1-Cre-YFP obtained by crossing 
Isl1-Cre or Mesp1-Cre mice with R26R-EYFP mice [ 35 ]. Isl1 and Mesp1 are transiently 
expressed in the early cardiac progenitor cells before further cardiac differentiation 
[ 36 ,  37 ]. We found that iCMs induced from Isl1-Cre-YFP and Mesp1-Cre-YFP 
fi broblasts did not express YFP, suggesting that the fi broblasts directly reprogrammed 
into differentiated cardiomyocytes without passing through a cardiac progenitor cell 
state. We next investigated whether GMT-transduced CFs can be transplanted in vivo 
and be reprogrammed into cardiomyocytes within the heart. CFs infected with GMT 
expressed α-MHC GFP and sarcomeric markers, and converted into cardiomyocyte-
like cells in the mouse hearts after 2 weeks of cell transplantation. 

 Following our initial report, other groups also reported generation of 
cardiomyocyte- like cells from mouse fi broblasts based on the same factors and 
microRNAs. Song et al. reported that adding Hand2 to GMT converted adult CFs 
and TTFs into functional cardiomyocyte-like cells more effi ciently than GMT alone 
[ 12 ]. Protze et al. found that the combination of Mef2c, myocardin, and Tbx5 
upregulated a broad spectrum of cardiac genes and induced functional cardiomyo-
cytes from MEFs and CFs [ 11 ]. Jayawardena et al. reported that a combination of 
muscle-specifi c microRNAs, mir-1, 133, 208, and 499, can convert CFs into 
 functional cardiomyocyte-like cells [ 10 ]. Thus, several combinations of cardiogenic 
factors can induce cardiac reprogramming, which is similar to the experience in the 
iPSC fi eld. Although the induction of fully matured cardiac cells remains low in 
culture, and further refi nements are needed, these results suggest that fi broblasts 
transduced with cardiac reprogramming factors ex vivo can be delivered to dam-
aged myocardium for regenerative purposes.  

    Cardiac Reprogramming in Vivo by Gene Transfer 
of Defi ned Factors 

 On the basis of the fi ndings of direct cardiac reprogramming in vitro, we investi-
gated whether gene transfer of GMT into mouse injured hearts could similarly 
induce new cardiomyocyte generation [ 14 ]. Transduction of GMT retroviruses 
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converted adult CFs from infarcted hearts into iCMs in vitro. Injection of GMT 
retroviruses into αMHC-GFP transgenic mouse hearts induced the expression of 
αMHC-GFP, a reporter of cardiomyocytes, in 3 % of virus-infected fi broblasts. A 
mixture of GMT injection into the immunosuppressed mouse hearts induced  cardiac 
protein expression in retrovirus-infected cells within 2 weeks, with a conversion 
rate of approximately 1 %, although few cells showed striated muscle structures. 
Next, to transduce GMT more effi ciently in vivo, we developed a new polycistronic 
retrovirus vector expressing GMT separated by 2A “self-cleaving” peptides (3F2A). 
In vivo gene transfer of 3F2A into infarcted hearts resulted in generation of iCMs in 
fi brotic tissues, which expressed sarcomeric α-actinin, cardiac troponin T, and 
 several cardiac-specifi c genes, and had clear cross-striations. These results suggest 
that 3F2A-iCMs are more mature cardiomyocytes, and that the polycistronic vector 
can be used for cellular reprogramming in vivo. 

 In parallel with our study, two other groups also published reports on in vivo 
cardiac reprogramming in infarcted mouse hearts. Qian et al. found that fi broblasts 
in infarcted hearts were converted into cardiomyocyte-like cells by GMT retroviral 
gene transfer [ 13 ]. Song et al. reported that adding Hand2 to GMT converted endog-
enous CFs into functional cardiomyocyte-like cells more effi ciently than GMT 
alone in vivo [ 12 ]. Both studies demonstrated that the in vivo iCMs had well- 
organized sarcomeric structures and exhibited functional characteristics of adult 
ventricular cardiomyocytes, including cellular contraction, electrophysiological 
properties, and functional coupling to other cardiac cells. They also demonstrated 
that retroviral gene transfer of reprogramming factors into infarcted hearts 
 signifi cantly improved cardiac function and reduced fi brosis 2 and 3 months after 
myocardial infarction. Although all three studies, including ours, demonstrated 
in vivo cardiac reprogramming, the approaches used to address this issue differed. 
The other two groups used mainly fi broblast-lineage tracing mice to demonstrate 
cardiac conversion from CFs, while we co-transduced GMT with marker genes 
(GFP or DsRed) to demonstrate cardiac induction in the infected fi broblasts, using 
αMHC- GFP transgenic and nude mice. Although it is not clear how many newly 
generated iCMs remained in the injured hearts in the longer-term follow-up, and to 
what extent the iCMs contributed to the improvement in cardiac function, these 
fi ndings might inform new regenerative strategies for repairing injured hearts. 
Further work in larger animals and more effi cient gene delivery system in vivo are 
needed for future research.  

    Gata4/Mef2c/Tbx5/Myocd/Mesp1 Reprogram Human 
Fibroblasts into Cardiomyocyte-Like Cells 

 We next analyzed whether human fi broblasts could be directly converted to iCMs 
by defi ned factors [ 17 ]. We found that GMT was not suffi cient for cardiac induction 
in HCFs. Thus, we screened additional factors that enhance reprogramming, and 

M. Ieda



259

found that addition of Mesp1 and Myocd to GMT upregulated a broader spectrum 
of cardiac genes more effi ciently than GMT alone. The HCFs and human dermal 
fi broblasts transduced with GMT, Mesp1, and Myocd (GMTMM) changed the cell 
morphology to a rod-like or polygonal shape, expressed a broad range of cardiac 
genes and concomitantly suppressed fi broblast genes, and exhibited spontaneous 
Ca 2+  oscillations. Moreover, the cells matured to exhibit action potentials and con-
tract synchronously in coculture with murine cardiomyocytes. The EdU assay 
revealed that the human iCMs did not pass through a mitotic stem cell state and 
were directly generated from fi broblasts. 

 Human cardiac reprogramming was also reported by other groups. Nam et al. 
reported that a combination of Gata4, Hand2, Tbx5, Myocd, miR-1, and miR-133 
induced 13 % of adult HCFs to express cardiac troponin T protein and that a small 
subset of the iCMs exhibited spontaneous contractility after 11 weeks in culture 
[ 15 ]. Islas et al. reported that transient overexpression of Ets2 and Mesp1 could 
reprogram human dermal fi broblasts into cardiac progenitor–like cells [ 16 ]. The 
induced cardiac progenitor–like cells differentiated into immature cardiomyocytes 
and exhibited calcium activities. These fi ndings may represent an important initial 
step toward potential therapeutic applications of the direct reprogramming approach 
in clinical situations. However, human cardiac reprogramming process is slower 
and less effi cient than mouse reprogramming, much like the induction of human 
iPSCs compared with mouse iPSCs. Future studies are needed to thoroughly 
 optimize conditions for human cardiomyocyte generation and maturation and to 
characterize the properties of human iCMs.  

    MiR-133 Promotes Cardiac Reprogramming by Repressing 
Snai1 and Silencing the Fibroblast Profi le 

 As discussed, induction of functional cardiomyocytes in vitro was ineffi cient and 
molecular mechanisms of direct reprogramming remained undefi ned. In contrast, 
the in vivo iCMs were more fully reprogrammed than their counterparts in vitro, 
suggesting the presence of undefi ned factors that may enhance reprogramming. 
Identifi cation of such potent reprogramming factors could provide new insights into 
the mechanisms of cardiac reprogramming. We selected four cardiac miRNAs as 
candidate factors, which are specifi cally expressed in cardiomyocytes and skeletal 
muscles and are important for heart development and physiology. FACS analyses 
using αMHC-GFP mice revealed that these miRNAs alone did not reprogram MEFs 
into iCMs, but addition of miR-133 to GMT strongly enhanced cardiac induction 
compared with other miRNAs. The time courses of reprogramming between GMT 
and GMT/miR-133 revealed that the GMT/miR-133-iCMs showed sarcomeric 
structures after 7 days of infection, which normally takes 2 weeks with GMT alone. 
Moreover, cell contraction started from 10 days after GMT/miR-133 transduction, 
which generally took 4 weeks, and the number of beating cells increased over time, 
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with sevenfold more contractile cells achieved compared with GMT alone. The 
global gene expression profi les of iCMs induced with GMT or GMT/miR-133 
revealed that among 23,474 probes, 46 cardiac-enriched genes were upregulated 
and 129 fi broblast-related genes were downregulated by GMT/miR-133 induction. 
Molecularly, we found that Snai1, a basic helix-loop-helix transcription factor and 
a master regulator of EMT, was a direct target of miR-133 and had two conserved 
miR-133-binding sites within the 3’ UTR. Snai1 knockdown suppressed fi broblast 
genes, upregulated cardiac genes, and induced more contracting iCMs in combina-
tion with GMT transduction, recapitulating the effects of miR-133 overexpression. 
In contrast, overexpression of Snai1 in GMT/miR-133-transduced cells activated 
the fi broblast signature and inhibited generation of beating iCMs. Moreover, miR-
133- mediated Snai1 repression was also critical for cardiac reprogramming in adult 
mice and HCFs in combination with GMT or GMTMM. These results are  consistent 
with the cell fate conversion, in which the target cell program is progressively 
 activated and the starting-cell profi le is concomitantly suppressed during repro-
gramming. Although further work in identifying more effi cient protocols and under-
standing molecular mechanisms of cardiac reprogramming are needed, these reports 
demonstrate that the cardiac reprogramming strategy might be a potential approach 
for heart regeneration in the future [ 38 ].  

    Perspectives and Challenges of Cardiac Reprogramming 
for Clinical Applications 

 As discussed above, the cardiac reprogramming fi eld has extensively progressed 
and may change regenerative medicine in the future. The directly induced cardiac 
cells appear to quickly exit the cell cycle following the lineage conversion, and the 
utility of iCMs in vitro might be limited. Alternatively, direct induction of cardiac 
progenitor cells, as shown in neural stem/progenitor cell reprogramming, may be a 
good approach to solve this issue [ 39 ]. In contrast, introduction of cardiac repro-
gramming factors directly into the damaged heart may convert the endogenous 
 cardiac fi broblast population, which represents >50 % of cardiac cells, into new 
functional cardiomyocytes in situ, and may improve cardiac function. This in vivo 
reprogramming approach may have several advantages compared with cell 
transplantation- based regeneration (Fig.  2 ). First, the process is simple and short; 
second, avoiding the reprogramming of pluripotent cells before cardiac differentia-
tion would greatly lower the risk of tumor formation; and third, direct injection of 
defi ned factors obviates the need for cell transplantation, for which long-term 
 cardiac cell survival remains a challenge.

   Although direct cardiac induction using defi ned factors has been demonstrated 
by several laboratories, the reprogramming effi ciency remains low and many pit-
falls remain that may lead to reprogramming failure [ 40 ,  41 ]. Future studies will be 
needed to thoroughly optimize the protocol for iCM generation, and to characterize 
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the properties of iCMs. Given that secreted proteins, electrical and mechanical 
 stimulation, and cell-to-cell contact might promote cardiac differentiation and 
reprogramming in our experience, the future of this new technology seems to be 
bright and promising. Highly standardized protocols that make the process more 
effi cient and more easily transferable between different laboratories should be 
developed in the future to push this fi eld forward.  

    Conclusions 

 Cellular reprogramming has long been recognized as a possibility, although the 
impact of cell type conversion by defi ned factors was most prominently exemplifi ed 
only recently by the discovery of iPSCs. This landmark fi nding fundamentally 
altered approaches to regenerative medicine, and provided a broad strategy to 
induce desired cell types by introducing lineage-specifi c factors. Detailed analyses 

  Fig. 2    Future heart regenerative therapies. The  upper panel  indicates the cell transplantation 
 strategy using iPSC-derived cardiomyocytes to repair the damaged heart. The  lower panel  indi-
cates the direct cardiac reprogramming strategy, which converts endogenous cardiac fi broblasts 
into iCMs in situ using defi ned factors       
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of the properties of generated cells and understanding of the molecular mechanisms 
of reprogramming might be necessary to advance this nascent technology for future 
clinical applications.     
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      Development of a New In Vivo Optical Probe 
for Biological Diagnosis and Therapy                     

       Michitaka     Ozaki      ,     Takeaki     Ozawa    , and     Yuma     Yamada   

    Abstract     Real-time imaging of the specifi c markers of lesions in the living body 
will provide valuable information in various physiopathological situations. 
Clinically, real-time imaging will defi nitely aid accurate diagnosis and rational 
 therapy, especially in the surgical fi eld. 

 In this chapter, we describe some unique optical probes for “biological imaging” 
and our recent challenge in undertaking development of a new type of in vivo probe. 
The reduction-oxidation-sensitive green fl uorescent protein (roGFP) and biolumi-
nescent luciferase probe for caspase-3 activity have been useful for understanding 
of the dynamic changes of liver redox states and apoptotic cell death. To overcome 
the diffi culty of imaging in deeper lesions by optical probes, we newly developed a 
far-red bioluminescent probe. Lastly, we have undertaken the challenge to develop 
an innovative optical probe that switches “on” only when the probe recognizes a 
target molecule to reduce non-specifi c signals in vivo. The project of developing 
this unique probe is still underway. 

 Regarding a carrying system of the probe into cells in vivo, we have developed a 
liposome with cell-penetrating octa-arginine peptides (R8) and a pH-sensitive fuso-
genic peptide (GALA), which delivers the functional proteins into cells effi ciently 
and rapidly in vivo. 

 We believe that these optical probes will provide a new avenue toward new 
 diagnosis and therapy to come in the future.  
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  Abbreviations 

   Ad pcFluc     Adenovirus vector encoding  pcFluc-DEVD    
  Dlk1    Human Delta-like protein   
  AP-1    Activator protein 1   
  ATP    Adenosine triphosphate   
  BG    Benzylguanine   
  BRET    Bioluminescence resonance energy transfer   
  CLuc    Cypridina luciferase   
  DEVD    Asp-Glu-Val-Asp (a substrate sequence of caspase-3)   
  FBP    Far-red bioluminescent protein   
  FLuc    Firefl y luciferase   
  FlucC-SNAP    C-terminal fragment of luciferase conjugated with SNAP   
  FlucN-SNAP    N-terminal fragment of luciferase conjugated with SNAP   
  H/R    Hypoxia and reoxygenation   
  I/R    Ischemia and reperfusion   
  MAPK    Mitogen-activated Protein Kinase   
  MEND    Multi-functional envelope-type nano device   
  NF-kB    Nuclear factor-kappa B   
  OS    Oxidative stress   
  pc Fluc-DEVD     Cyclic luciferase refl ecting caspase-3 activity   
  PET    Positron emission tomography   
  roGFP    Reduction-oxidation sensitive green fl uorescent protein   
  ROS    Reactive oxygen species   
  R8    Octa-arginine peptide   
  SNAP    A 182 residues polypeptide that can be fused to any protein of 

interest   

          Introduction 

 Real-time monitoring of molecular markers of lesions in the living body will  provide 
valuable information on various physiopathological phenomena. This will aid 
understanding of lesions qualitatively as well as quantitatively. Clinically, this will 
lead to more accurate diagnosis and rational therapy. Especially in the surgical fi eld, 
this kind of technology will enable us to “see” the biological characteristics (and 
potential pathological/progressive behavior) of the lesions during operation as well 
as its location, size, and expansion, which will defi nitely help the surgeon select the 
best surgical procedure for the patient. 

 The conventional imaging technologies commonly used in clinical practice 
include CT, PET-CT, and MRI. These technologies provide useful and geographical 
information about the location, size, shape, and expansion (including distant metas-
tasis), and aid accurate clinical diagnosis and pre-operative staging. However, they 
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do not show the biological characteristics of the lesion, nor its exact location during 
the operation. In addition, they require a lot of space and much expense for 
installation. 

 On the other hand, optical imaging by fl uorescence or bioluminescence will pro-
vide biological information with sophisticated probes at low cost and in a small 
space. Disadvantages of optical imaging are that it requires a customized probe 
(fl uorescence or bioluminescence) and has diffi culty in imaging deeper lesions. In 
addition, signals from optical probes are relative, not absolute (Table  1 ).

       An Optical Probe for In Vivo Imaging of Caspase-3 Activity 

 Many optical probes have been developed to visualize protease activities for 
 biological in vivo imaging [ 1 – 7 ]. They have been used to analyze the dynamic 
changes in the cell and organ stresses and injuries, including hypoxia and reoxygen-
ation (H/R) and ischemia and reperfusion (I/R) of cells and organs, respectively. 
I/R- induced injury is an important concern in various clinical situations, including 
surgical resection of organs, transplantation of organs and cells, and myocardial/
cerebral/intestinal infarction. In these clinical situations, prolonged ischemia 
 followed by reperfusion results in extended organ injury caused by apoptosis, 
necrosis, and organ failure [ 8 ]. Although the mechanisms of I/R-induced injury are 
complex, post-ischemic apoptotic and/or necrotic injury play a pivotal role in sub-
sequent organ failure [ 9 ,  10 ]. Therefore, noninvasive monitoring of cell and organ 
injury (e.g., caspase activity) in vivo is defi nitely benefi cial and is able to provide 
important clues for treatment. 

 We previously developed a novel probe of cyclic luciferase refl ecting caspase-3 
activity (pc Fluc-DEVD ) [ 2 ]. Two fragments of DnaE inteins are fused with neigh-
boring N-terminal and C-terminal ends of fi refl y luciferase, which are connected 

   Table 1    Comparison between conventional imaging technology and optical imaging   

 Type of imaging  Advantages  Disadvantages 

  Conventional 
imaging 
technology  (CT/
PET-CT/MRI) 

 (1) Can image exact size of lesions 
macroscopically 

 (1) Does not provide information 
on biological features of lesions 

 (2) Can image whole body  (2) Does not show exact locations 
during operation 

 (3) Enables preoperative diagnosis 
and clinical staging 

 (3) High cost and space 
occupying 

  Optical imaging  
(fl uorescence/
bioluminescence) 

 (1) Can image molecules/cells of 
interest; enables biological imaging 
of lesions 

 (1) Not good at examining deep 
lesions 

 (2) Low cost and space saving; 
enables intra- operative real-time 
imaging 

 (2) Needs fl uorescent/
bioluminescent reagents for 
imaging 
 (3) Relative estimation 
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with DEVD (Asp–Glu–Val–Asp [a substrate sequence of caspase-3]). After transla-
tion into a single polypeptide, the N-terminal and C-terminal ends of the luciferase 
are ligated by protein splicing, producing a closed circular polypeptide chain. The 
cyclic luciferase structure is distorted and therefore almost loses its bioluminescent 
activity. When caspase-3 is activated in cells, the DEVD chain is cleaved, which 
restores fi refl y luciferase (Fluc) luminescent activity by returning to the original 
structure (Fig.  1 ) [ 11 ].

   This cyclic luciferase was fi rst applied for quantitative measurement of caspase-3 
activity in living cells. HeLa cells transfected with this probe were stimulated with 
staurosporine, an inducer of apoptosis. This bioluminescent probe based on cyclic 
luciferase allowed precise and quantitative measurements of caspase-3 activity in 
living cells. Moreover, the response of this cyclic luciferase to caspase-3 activation 
was rapid and paralleled biochemically assessed apoptosis. 

 This imaging technology by cyclic luciferase could be applied for in vivo real- 
time imaging of caspase-3 activity in living mice. We successfully imaged the cas-
pase- 3 activity in post-ischemic liver using our caspase-3 probe (Fig.  2 ). By 
transfecting the adenovirus vector encoding  pcFluc-DEVD  (Ad pcFluc ), we investi-
gated whether or not this probe could monitor caspase-3 dependent apoptosis in the 
mouse liver during I/R (Fig.  2 ) [ 11 ]. We confi rmed the effi cacy of the probe in 
detecting apoptotic liver injury in a mouse model, which showed the potency for 
future clinical application.

Luciferase
(circular, closed)

4

544

Caspase
cleavage site

(DEVD)

Luciferase inactive Luciferase active

Luciferase
(open)

bioluminescent probe for Caspase-3 activity
-distorted circular luciferase senses caspase-3 activity -

  Fig. 1    Bioluminescent probe for caspase-3 activity. The principle for monitoring activity of cas-
pase- 3 is based on cyclic fi refl y luciferase (Modifi ed from Ozaki et al. [ 11 ], with permission)       
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       An Optical Probe for In Vivo Imaging of the Hepatic 
Redox State  

 Reactive oxygen species (ROS) generated during I/R of organs certainly play a 
pivotal role in I/R-induced organ injury and failure [ 12 ]. Hepatic I/R results in mas-
sive cell death (a) through apoptosis and necrosis mediated by excessive generation 
of ROS in hepatocytes early after I/R [ 13 ]; and (b) through necrosis caused by neu-
trophilic infi ltration in the later phase [ 14 ]. According to the numerous studies on 
liver I/R in mice, organ injury in the early post-I/R period is defi nitely mediated by 
generation of ROS in hepatocytes [ 15 ,  16 ]. Excessive ROS directly exert deleterious 
effects on cells and tissues through lipid peroxidation, protein degradation, and 
DNA damage. In addition, redox-sensitive molecules, such as nuclear factor- kappa 
B (NF-κB), activator protein 1 (AP-1), and some mitogen-activated protein kinases 
(MAPKs), are potentially activated under these oxidative conditions and play 
 pivotal roles in I/R-induced injury [ 17 ]. Therefore, monitoring cellular redox states 
by visualizing cellular ROS in post-I/R tissue has been one of the possible strategies 
for forecasting I/R-induced injury and failure [ 18 ]. These considerations suggest 
that the post-I/R redox state may be a good prognostic indicator of liver injury and 
function after liver surgery and transplantation, implying that in vivo monitoring 
may provide more diagnostic and therapeutic options in clinical liver surgery and 
transplantation. 

 For in vivo assays of tissue oxidative stress (OS), tissues are usually  homogenized 
and subsequently assayed, either with redox-sensing electrodes or by measuring the 
ratios of the reduced and oxidized forms of glutathione and ascorbate. Recently, the 
redox states of tissues have also become assessable by using the dyes 5- (and 6-) 
carboxy-2,7-dichlorodihydrofl uorescein diacetate [ 19 ] and dihydrofl uorescein diace-
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  Fig. 2    In vivo imaging of caspase-3 activity by the optical probe. An ischemic insult to the liver 
induced caspase-3 activation (Modifi ed from Ozaki et al. [ 11 ], with permission)       
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tate [ 20 ]. Although such approaches allow evaluation of the sum of the oxidized and 
reduced species present, and thereby estimation of the overall redox state of the 
tissue, these techniques do not allow measurement of redox potentials in real time. 
More importantly, homogenization of tissues precludes the possibility of monitor-
ing dynamic changes in OS in the same animal and organ. 

 A newly developed reduction-oxidation-sensitive green fl uorescent protein 
(roGFP) probe (GFP with mutations of C48S, S147C, Q204C, and S65T) [ 1 ] could 
be applied for in vivo imaging. Use of the roGFP probe enables evaluation of cell 
and organ redox states non-invasively and continuously. Adenovirally transduced 
roGFP in the mouse liver was shown to act as a good indicator of pre- and post- 
ischemic liver redox states (Fig.  3 ) [ 10 ]. Through use of this roGFP probe, post- 
operative liver injury may be predicted by real-time monitoring of liver redox states.

       Optical Imaging of Deeper Lesions in the Living Body 

 An increasing number of antibodies have been applied for targeting antigens on the 
surface of cancer cells for clinical diagnosis and therapy, on the basis of the fact that 
some specifi c antigens expressed on the cancer cell surface refl ect malignant 
 behaviors including invasion, metastasis, and neo-vascularization [ 21 – 23 ]. Real-
time visualization of tumor-specifi c antigens in the living body will enable timely 
understanding of cancer expansion and its biological behaviors, and prediction of 
the patient’s prognosis in the near future. 

In vivo imaging of I/R-induced oxidative stress of mouse liver
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  Fig. 3    In vivo imaging of I/R-induced oxidative stress of the mouse liver. The roGFP probe 
showed dynamic changes in liver redox states. The  left panel  depicts representative images of the 
dynamic changes after 60 min of ischemia, followed by reperfusion (oxidation,  green to blue ; 
reduction,  orange to red ) (Modifi ed from Haga et al. [ 10 ], with permission)       
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 Fluorescence and bioluminescence imaging technologies have played important 
roles in molecular imaging in cells and small animals [ 24 – 26 ]. Photon detection is 
easy to use, cost saving, and space saving, compared with radioisotope imaging. 
Basically, bioluminescence imaging is achieved with a luciferin–luciferase reaction 
in the presence of suffi cient amounts of molecular oxygen and adenosine triphos-
phate (ATP). However, most bioluminescence spectra are observed in the visible 
region, which overlaps with the absorption spectra of hemoglobin and tissue con-
stituents, therefore attenuating the bioluminescence intensity in living animals. 

 Recently, a self-illuminating quantum dot probe was developed to improve the 
light penetration based on bioluminescence resonance energy transfer (BRET) 
between the bioluminescence of  Renilla  luciferase and quantum dots [ 27 ]. The mul-
tivalent conjugation of  Renilla  luciferase to single dots allowed for highly effi cient 
BRET between luciferase and quantum dots. However, the large size of the conju-
gate caused problems in metabolism and localization in vivo [ 28 ]. Several far-red 
fl uorescent protein variants showing maximal emission at around 650 nm have been 
developed for in vivo imaging [ 29 ], but are not well characterized as energy 
 acceptors for BRET systems. On the other hand, the organic dye indocyanine and its 
derivatives have molecular weights of less than 1,200 Da; they produce far-red 
 fl uorescence and have been widely used for in vivo imaging [ 30 ]. 

 Luciferase conjugated to such organic dyes is expected to create new possibili-
ties for in vivo application.  Cypridina  luciferase (CLuc) catalyzes the oxidation of 
 Cypridina  luciferin to yield light emission peaking at 460 nm [ 31 ]. 

 The luciferase genes from both  Cypridina hilgendorfi i  and  C. noctiluca  have 
been cloned [ 32 ], the latter of which we used. This self-secretory CLuc of 62 kDa 
has some unique properties as a bioluminescent enzyme [ 33 ]. The secreted protein 
contains 17 disulfi de bond pairs and is highly stable under physiological conditions. 
Its turnover rate (1400 luciferin molecules per minute) is the highest among known 
luciferases [ 34 ]. We have expressed recombinant CLuc in yeast and applied it to 
ELISA. We conjugated a far-red fl uorescent indocyanine derivative to biotinylated 
CLuc via glycol chains and named this far-red bioluminescent protein (FBP). 

 A monoclonal antibody against human Delta-like protein (anti-Dlk1), one of the 
embryonic antigens expressed on the surface of many cancer cells, including hepa-
tocellular carcinoma, was then produced. Using anti-Dlk1 monoclonal antibody 
linked to FBP via biotin–avidin interaction, we achieved bioluminescence imaging 
of cancer cells in vivo in mice (Fig.  4 ).

   However, very unfortunately, there were some non-specifi c signals from the tis-
sues that did not express Dlk-1, though the tumor implanted into the liver itself was 
imaged clearly by this probe. This may have been because excessive and unbound 
antibodies circulating in the blood or captured in tissues emitted signals when the 
substrate was injected. In order to apply this probe to clinical application, non- 
specifi c signals must be reduced as much as possible. So, we have launched the 
following new project.  
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    Development of an In Vivo Optical Probe for Antigen-Specifi c 
Imaging Inside/Outside Cells 

 For accurate biological diagnosis and rational therapy in clinical practice, we need 
to know the biological features of the lesion as well as its size, shape, and extent. 
For this purpose, we plan to develop a new optical probe, which will image the 
 target molecules only after binding to the antigen. This does not allow unbound 
antibody to emit light signals, and therefore it will lead to the reduction of non-
specifi c signals in vivo. Additionally, the probe should be applied to targets inside 
as well as outside cells in vivo, because there are lots of diagnostic and therapeutic 
targets inside as well as outside cells. In order to create a new type of in vivo optical 
probe, the following two technologies have to be developed (Fig.  5 ).

    (A)    Development of an Optical Probe Activated Only When it Binds to the Target 
Molecule    

  In order to develop a probe activated after binding to the target antigen in vivo, 
we have designed a new type of luciferase–antibody conjugated probe. We planned 
to prepare split fi refl y luciferases, the N-terminal and C-terminal fragments of lucif-
erase conjugated with SNAP (a 182-residue polypeptide that can be fused to any 

liver tumor

Image was obtained 24 hr after Luciferin adm (iv)

(400mg/200ml i.v.)

Non-UV irradiated /Luciferin-induced image

tumor

liver tumor

In vivo  imaging by a new optic probe for deeper lesions in mouse

tumor

  Fig. 4    In vivo imaging by a new optical probe for deeper lesions in the mouse. A liver tumor of 
the mouse was imaged, but some non-specifi c signals were observed, probably because of exces-
sive and unbound antibodies       
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protein of interest)—FlucN-SNAP and FlucC-SNAP, respectively—and to prepare 
a polyclonal antibody covalently connected with benzylguanine (Ab-BG). When 
the antibodies with FlucN and FlucC recognize and bind to the close epitopes of the 
same antigen, split luciferase fragments will be reconstituted and activated (Fig.  6 ). 
Theoretically, the probe should enable us to see the target molecule in tissues and 
cells only when it exists.

   We plan fi rst to express FlucN-SNAP and FlucC-SNAP proteins by  Escherichia 
coli , and then to bind benzylguanine (BG) with polyclonal Ab. Lastly, we will con-
jugate these proteins (Fig.  7 ).

   To date, we have succeeded in obtaining suffi cient amounts of FlucN-SNAP and 
FlucC-SNAP proteins by the  E. coli  expression system, and we have confi rmed the 
good binding capacity of FlucN-SNAP and FlucC-SNAP proteins to BG. So, we 
have bound BG with polyclonal Ab, and performed conjugation with Fluc-SNAPs. 
We are now examining the probe function in our in vitro system.

    (B)    Development of a Safe and Stable System for Delivery of Optical Probes into 
Cells    

  In order to develop a new system to deliver suffi cient amounts of optical probe safely 
into cells in vivo, we are now developing a new liposome-based delivery system. 

 There seem to be two important processes for developing an effective and rapid 
delivery system (Fig.  8 ). First, the carrier including probes in it should be 

  Fig. 5    Strategy for antigen-specifi c imaging in vivo       
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  Fig. 6    Concept for an antigen-dependent optical probe. When the probes with C-/N-terminal 
 fragments of luciferase recognize the antigen, luciferase is reconstructed and activated       

  Fig. 7    Procedure for making a probe: (1) expression of FlucN-SNAP and FlucC-SNAP; (2) bind-
ing BG (ligand) to polyclonal Ab; (3) conjugation of Fluc fragments and antibodies by SNAP-BG 
binding       
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 incorporated into cells suffi ciently and rapidly. Second, the incorporated probe 
should be released from the lysosome into the cytosol. These processes should not 
be harmful to the cells and the probes.

   We have already made a prototype liposome-based carrier for effi cient drug 
delivery in vivo. We further added a cell-permeable octa-arginine peptide (R8) to 
the liposome, expecting better incorporation into cells (Fig.  9 ). In the in vitro exper-
iments, the R8 liposome successfully delivered the “antibody” into the cells much 
better than the liposome without R8. The R8 liposome, however, failed to escape the 
“antibody” from the endosome into the cytosol.

   Next, we applied GALA to make the probe release rapidly and effi ciently from 
the endosome into the cytosol (Fig.  10 ). GALA is a 30-amino-acid peptide with a 
glutamic acid–alanine–leucine–alanine repeat that contains a histidine and tryptophan 
residue. GALA changes its conformation from a random coil to an amphipathic 
alpha-helix when pH values are between 7.0 and 5.0. At neutral pH, GALA is water 
soluble, while at acidic pH, GALA binds to bilayer membranes. So it is expected to 
promote rapid fusion of the liposome with the endosomal membrane in the cell. The 
fusogenic liposome was modifi ed with a cell-penetrating R8 and also GALA.

  Fig. 8    Two important processes for effi cient cellular delivery of probes: (1) incorporation into 
cells by endocytosis (a liposome–cell interaction); (2) escape from the endosome into the cytosol 
(a liposome–endosome interaction)       
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Kogure et al. [35, 36]
Nakamura et al. [37]

  Fig. 9    Concept of a multifunctional envelope-type nano device ( MEND ). Octa-arginine (R8) is 
bound to the liposome surface (R8 liposome)       

  Fig. 10    The GALA pH-sensitive fusogenic peptide changes its conformation depending on pH 
values and is expected to promote lipid-membrane fusion       
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   The presence of R8 enhanced the cellular uptake of antibodies, while the 
 mounting of GALA reduced the endosomal entrapment, resulting in release of the 
antibody into the cytosol within 30 min in in vitro experiments. Moreover, com-
pared with the commercially available reagents for protein delivery, the R8/GALA- 
modifi ed liposome was superior in terms of both cellular uptake and transport into 
the cytosol. The specifi c antibody delivered by the R8/GALA liposome was detected 
by its epitope, which indicated that the R8/GALA liposome basically did not dete-
riorate the protein function.  

    Conclusion 

 In this chapter, we have described possible application of an optical probe for “bio-
logical imaging” and our recent challenge in undertaking development of a new 
type of in vivo probe. 

 In the mouse liver I/R model, the fl uorescent probe, roGFP, and bioluminescent 
luciferase probe, pc Fluc-DEVD,  were useful in understanding the dynamic changes 
of liver redox states and apoptotic cell death. We could understand the pathological 
signifi cance of OS and apoptosis in I/R-induced liver injury. Because of the  diffi culty 
of imaging of deeper lesions by optical probes, we developed a unique probe loaded 
on an antibody. This probe successfully imaged a target molecule in deeper regions 
in mice, but also revealed another problem—an in vivo non-specifi c signal from 
excessive and unbound antibodies. Lastly, we undertook the challenge to develop an 
innovative optical probe which switches “on” only when the probe recognizes a 
target molecule. The project of developing this unique probe is still underway but 
seems very promising at this time. 

 Regarding a carrying system of the probe to target molecules in vivo, we developed 
a liposome bound with a cell-penetrating R8 and GALA. The R8/GALA liposome 
delivered the “antibody” to the cells and also the cytosol effi ciently and rapidly in vivo. 

 In the future, we plan to prove the effi cacy of the new probe carried by the R8/
GALA liposome in in vivo experiments.     

Open Access This chapter is distributed under the terms of the Creative Commons Attribution 
Noncommercial License, which permits any noncommercial use, distribution, and reproduction in 
any medium, provided the original author(s) and source are credited.
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    Abstract     In liver transplantation, prolonged ischemia and/or a relatively small 
graft (living, split, reduced) are the risk factors for liver dysfunction. Novel mea-
sures to enhance liver function with a smaller graft can be a clue for safe partial or 
living-donor liver transplantation or safe hepatectomy for malignant disease. The 
therapeutic potential and immunomodulatory effects of mesenchymal stem cells 
(MSCs) have been reported. In this chapter, recent fi nding on the positive effect of 
MSCs for liver transplantation and hepatectomy are discussed. 

 Our rat experiment revealed that introduction of MSCs provides trophic support 
to the I/R-injured liver by inhibiting hepatocellular apoptosis and by stimulating 
regeneration, which is shown with the pig model as well. In the rat liver transplanta-
tion model, portal transfusion of the MSCs ameliorates the injury of the liver graft 
after prolonged cold preservation and transplantation. Those fi ndings together sug-
gest a potential advantage with partial or living-donor liver transplantation. The 
most severe complication with cell therapy is embolus formation due to cell aggre-
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gation. However, with modifi cation of the solution, we can keep cells in a sus-
pended form for several hours, which secures safe administration of MSCs.  

  Keywords     Liver transplantation   •   Mesenchymal stem cell   •   Hepatectomy   • 
  Ischemia   •   Reperfusion   •   Liver failure   •   Living donor   •   Partial liver transplantation  

        Clinical Liver Transplantation: Deceased Donor  vs. 
Living Donor  

    Statistics 

 Liver transplantation has been successfully used as a treatment for end-stage liver 
disease, though there has been discussion regarding where the liver graft is obtained, 
i.e., from a deceased donor or a living donor. In the USA, the majority of liver 
transplantation is done with deceased donors, and the number of living-donor liver 
transplantations (LDLTs) is limited. The reason why LDLT is not popular in the 
USA is due to the death of a donor in 2002. Since 2001, the number of patients who 
have undergone LDLT has declined. On the other hand, in Japan, most liver trans-
plantation is done with LDLT. Though the organ transplantation law took effect in 
1997, the number of deceased donor liver transplantations (DDLTs) has been mini-
mal; this is partly because the law itself is very strict in comparison with those of 
Western countries. Even since modifi cation of the law in 2010, the annual number 
of DDLTs has been limited to below 50. The ratio of the numbers of LDLTs to 
DDLTs is 10:1 [ 1 ].  

    Operations and the Post-transplant Course 

 In DDLT, the whole liver is used, and it has a high reserve capacity (Fig.  1 ). In other 
words, the liver volume is suffi cient for the recipient throughout the postoperative 
course from the immediate post-transplant period. That is true with LDLT as well; 
therefore, a larger graft is preferable in terms of the recipient’s postoperative course. 
However, harvesting a larger graft from a living donor may cause complications, 
and there have been some reports of donor deaths. Currently, we primarily use 
smaller grafts such as left lobe grafts, in our program, though small-for-size 
 syndrome (SFSS) occasionally follows in recipients, which can be lethal. Since 
LDLT is a type of partial liver transplantation (PLTx), the possibility of SFSS is 
unavoidable. Functional impairment conditions such as prolonged cholestasis, asci-
tes, coagulopathy, and encephalopathy are considered to result from SFSS that 
occurs after LDLT [ 2 ]. They strongly affect patient survival and clinical costs for the 
whole treatment. Therefore, novel measures to enhance liver function with smaller 
grafts may be the key to safe PLTx or LDLT.
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        Mesenchymal Stem Cells 

    Characteristics 

 Mesenchymal stem cells (MSCs), present in the human body in large amounts, can 
be candidates for stem cell–based therapy for liver diseases. Recently, the therapeu-
tic potential and immunomodulatory effect of MSCs have been revealed. Adipose 
tissue–derived mesenchymal stem cells (AT-MSCs), because of their high accessi-
bility with minimal invasiveness, are especially attractive in the context of future 
clinical applications. MSCs can differentiate into multiple types of lineages, such as 
chondrogenic, osteogenic, and adipogenic, depending on the microenvironment 
around them. Importantly, human MSCs represent an advantageous cell type for 
allogeneic transplantation, as they are immunoprivileged with low human leukocyte 
antigen (HLA) I and no HLA II expression, thereby reducing the risk of allogeneic 
transplant rejection and preventing graft-versus-host disease (GVHD). According 
to Banas et al., adipose tissue–derived (AT) MSCs can improve liver functions, 
which we have verifi ed by changes in the levels of biochemical parameters. 
Ammonia, uric acid, glutamic–pyruvic transaminase, and glutamic–oxaloacetic 
transaminase concentrations returned to a nearly normal level after AT-MSC trans-
plantation. It was shown that AT-MSCs secrete interleukin 1 receptor (IL-1R), IL-6, 
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  Fig. 1    Postoperative course of whole vs. partial liver transplantation, showing the difference 
between DDLT and LDLT after the operation. There is no change in size with DDLT, whereas graft 
enlargement is observed with LDLT. Functional recovery follows volume recovery; therefore, 
there should be some critical period with LDLT after operation       
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IL-8, granulocyte colony–stimulating factor (G-CSF), granulocyte-macrophage 
colony–stimulating factor (GM-CSF), monocyte chemotactic protein 1, nerve 
growth factor, and hepatocyte growth factor, suggesting that AT-MSCs account for 
broad therapeutic effi cacy in animal models of liver diseases and in the clinical 
 settings of liver disease treatment [ 3 ].  

    Isolation Techniques 

 AT-MSCs can be derived from subcutaneous adipose tissue. Adipose tissue was 
minced with scissors and scalpels into less than 3 mm pieces and, after gentle shak-
ing with an equal volume of PBS(−), the mixture was separated into two phases. 
The upper phase (containing stem cells, adipocytes, and blood), after washing with 
phosphate-buffered saline (PBS) (−), was enzymatically dissociated with 0.075 % 
collagenase (type I)/PBS(−) for 1 h at 37 °C with gentle shaking. The dissociated 
tissue was then mixed with an equal volume of DMEM, supplemented with 10 % 
fetal bovine serum (FBS) and incubated for 10 min at room temperature. The solution 
was then separated into two phases. The lower phase was centrifuged at 1500 rpm 
for 5 min at 20 °C. The cellular pellet was resuspended in 160 mM NH 4 Cl to elimi-
nate erythrocytes and passed through a 40 μm mesh fi lter into a new tube. The cells 
were resuspended in an equal volume of DMEM/10 % FBS and then centrifuged. 
Isolation resulted in obtaining 7.7 × 10 6  of adherent cells for a primary culture from 
5 g of adipose tissue (approximately 1.0 × 10 5  to 4.6 × 10 6 /1 g) after 7–10 days of 
culture. The cells were suspended in DMEM/10 % FBS plated in a concentration of 
1–5 × 10 6  cells/75 cm 2 . The cells with 70–80 % confl uence were harvested with 
0.25 % trypsin EDTA and then re-plated at 1.0 × 10 5  cells/60 mm dish and used for 
analysis [ 4 ].   

    Mesenchymal Stem Cells for Rat Hepatectomy 

    Rat Hepatectomy Model 

 Our rat model provided the ideal animal model to research I/R injury after major 
hepatectomy by the Pringle maneuver or liver transplantation with small-for-size 
grafts (Fig.  2 ) [ 5 ]. Intestinal congestion was avoided during the application of 
hepatic ischemia by bypassing portal fl ow through nonischemic lobes (the right and 
caudate lobes). Moreover, the left lateral and the left portion of the medial lobes, as 
well as the nonischemic lobes, were excised at the onset of refl ow to mimic the 
clinical condition of liver transplantation with small-for-size grafts or major hepa-
tectomy by the Pringle maneuver in order to research postischemic liver functions.
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       Outcome After MSC Injection 

 Male Lewis rats were separated into two groups: an MSC group given MSCs after 
reperfusion as a treatment, and a control group given phosphate-buffered saline 
after reperfusion as a placebo. The results of liver function tests, pathologic changes 
in the liver, and the remnant liver regeneration rate were assessed. The fate of trans-
planted MSCs in the luciferase-expressing rats was examined by in vivo lumines-
cent imaging. The MSC group showed peak luciferase activity of transplanted 
MSCs in the remnant liver 24 h after reperfusion, after which luciferase activity 
gradually declined. The elevation of serum alanine transaminase levels was signifi -
cantly reduced by the MSC injection. Histopathological fi ndings showed that the 
vacuolar change was lesser in the MSC group than in the control group. In addition, 
a signifi cantly lower percentage of TUNEL-positive cells was observed in the MSC 
group than in the controls. The remnant liver regeneration rate was accelerated in 
the MSC group. The above results suggest that MSC transplantation provides tro-
phic support to the I/R-injured liver by inhibiting hepatocellular apoptosis and by 
stimulating regeneration.   

Hepatectomy (70%) with I/R injury model (rat)

Lewis-rats, male
Warm ischemic time :40 min
Hepatectomy 70%
MSC: Lewis-Rat, BM-MSC (passage 6 - 8)

Control group (n=6) :PBS

MSC group (n=6) :1×106 cells/body

  Fig. 2     Hepatectomy (70 %) with the I/R injury model in the rat . 
After 40 min of warm ischemia, 70 % hepatectomy was performed, followed by injection of MSCs 
via the portal vein       
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    Mesenchymal Stem Cells for Pig Ischemia/Reperfusion Injury 

    Pig Ischemia Reperfusion Model 

 Following rat hepatectomy experiments, a preclinical pig model was introduced 
(Fig.  3 ). In our model, long warm ischemia of up to 90 min is simulated for 
Pringle’s procedure during hepatectomy or ischemia/reperfusion injury during 
liver transplantation. Infl ow occlusion, such as Pringle’s occlusion for a long 
period, causes mesenteric congestion, which affects the outcome and can some-
times be lethal. Therefore, a portacaval shunt between the splenic vein and the 
internal jugular vein was placed during infl ow occlusion. The clamp was place at 
the hepatoduodenal ligament for 90 min with intensive monitoring for vital signs. 
After the declamp, MSCs (1.0 × 10 7 /kg) were injected in the MSC group. An initial 
problem with the MSC injection was probable hepatic embolism. Injection of the 
MSCs just after collection from the plates led to severe aggregation of cells, 
 followed by embolus formation. Accordingly, we modifi ed our protocol by immersing 
the MSCs in an ET-Kyoto solution so that the cells would not aggregate. Thereafter, 

Warm ischemia and reperfusion model (pig)

Warm ischemic time :90 min

MSC group (n=3) : AT-MSC    2.3±0.2×108  /body  （1.0±0.1×107 /kg）  via portal vein
Control group (n=3) : saline

  Fig. 3     Warm ischemia and reperfusion model in the pig . 
After 90 min of warm ischemia using Pringle’s procedure, MSCs were injected via the portal vein. 
During Pringle’s procedure, a portacaval shunt was placed in order to avoid mesenteric 
congestion       
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no lethal complication was encountered. After the procedure, the pig was moni-
tored for survival and daily laboratory examinations including AST, ALT, LDH, 
and portal venous pressure.

       Outcome After MSC Injection (Fig.  4 ) 

    All pigs in the MSC group ( n  = 5) and control group ( n  = 5) survived during an obser-
vation period for 7 days. In the control group, AST, ALT, and LDH peaked several 
hours after the operation and returned to normal in 3 days. However, this increase in 
laboratory parameters was not observed in the MSC group. In terms of adverse 
effects, portal venous pressure (PVP) was kept stable without an increase through-
out the course, in both the MSC group and the control group. Therefore, the modi-
fi ed method for cell preparation is effective to avoid cell aggregation and leads to 
safe application of this method in the clinical setting. As we see from the laboratory 
results, the protective effect of MSCs is suggested in prolonged warm ischemia dur-
ing surgery. This may lead to wider indications in liver surgery and transplantation.   

  Fig. 4     Liver enzymes and PVP in the I/R model in the pig . 
In the pig warm ischemia model, AST, ALT, and LDH were well controlled by MSC administra-
tion. In spite of the MSC administration, portal pressure was maintained without a signifi cant 
increase       
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    Mesenchymal Stem Cells for Rat Whole Liver Transplantation 
with a Long Preservation Period 

    Rat Liver Transplantation Model 

 In the previous section, we showed that MSCs provide a protective effect against 
hepatic ischemia- reperfusion injury and stimulate liver regeneration in rat hepatec-
tomy. We further evaluated the effect of MSCs on liver transplantation after pro-
longed cold preservation by using a rat liver transplantation model. Adipose 
tissue–derived MSCs from luciferase-transgenic Lewis (Luc-Tg LEW) rats were 
cultured and preserved in ET-Kyoto solution before use. Male Lewis rats were used 
as transplantation donors and recipients. The rats were randomly assigned to two 
groups: an MSC group and a control group. The liver grafts were retrieved and pre-
served in UW solution at 4 °C for 24 h. After preservation, 1 × 10 5  of MSCs in 
0.2 ml of ET-Kyoto solution were transfused via the portal vein of the graft in the 
MSC group, and ET-Kyoto solution only was transfused in the control group. Then 
the liver graft was orthotopically transplanted into a recipient rat by the cuff tech-
nique of Kamada and Calne, with minor modifi cation. Both the superior and infe-
rior hepatic vena cava were anastomosed by a running suture. The portal vein was 
connected by a polyethylene cuff and the bile duct by a stent. The hepatic artery was 
reconstructed by the sleeve method. The survival of the recipient rats was evaluated 
for 7 days after transplantation.  

    Outcome After MSCs Injection 

 The anhepatic times were 15.5 ± 0.7 min in the MSC group and 15.4 ± 1.3 min in the 
control group. The inferior vena cava clamping times were 27.6 ± 1.2 min and 
27.1 ± 1.7 min, respectively. Both parameters did not differ signifi cantly between 
the groups. Liver enzymes were better in the MSC group. In the control group, 
prominent necrosis and ballooning of cells in the adjacent area were observed, 
whereas the fi ndings were almost normal in the MSC group (Fig.  5 ). In the MSC 
group, DLK/OV6 double positive cells were observed, whereas positive cells were 
minimal in the control group. These data support the positive effect of MSCs in 
ameliorating ischemia/reperfusion injury. The regenerative effect of MSCs was 
shown as well. The 7-day survival was signifi cantly better in the MSC group than in 
the control group (7/8 vs. 3/8; Fisher’s exact test,  p  < 0.05) (Fig.  6 ). Portal transfu-
sion of the MSCs ameliorated the injury of the liver graft after prolonged cold pres-
ervation and transplantation.
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         Experimental Models for Clinical Application 

    Reduced Liver Transplantation (Rat) as a Model for Living- 
Donor Liver Transplantation 

 During the donor operation, the right lobe (RL) of the liver was selected as the graft 
for the 20 % PLTx group, while the superior right lobe (SRL) was selected for the 
15 % PLTx group, on the basis of the rat liver anatomy. Liver grafts were preserved 
in ice-cold HTK solution before implantation for 180 min. The SHVC was sewn 
with an 8-0 Prolene continuous suture, and the portal vein was anastomosed using a 
cuff technique. After confi rming refl ow, the infrahepatic vena cava (IHVC) was 
anastomosed using an 8-0 nylon continuous suture. The hepatic artery was 
connected using a sleeve technique, and the bile duct was reconstructed over an 

  Fig. 5     Histology in liver transplantation using the long-preservation model in the rat . 
An almost normal structure with minimal necrosis was maintained in the MSC group, whereas 
signifi cant necrosis and hepatocyte ballooning in the adjacent area were observed in the control 
group       
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intraluminal stent. With this model, 7-day survival was 100 % with the 20 % graft 
and 17 % with the 15 % graft. Experiments assessing the effi cacy of MSCs are 
under evaluation.  

    Partial Liver Transplantation (Pig) as a Model for Living-Donor 
Liver Transplantation 

 For this preclinical study, the Clawn miniature pig was used for the partial liver 
transplantation model [ 6 ]. The porcine liver consists of four lobes. The right lateral 
lobe (RLL) accounts for 30 % of the whole liver. The structure of the porta hepatis 
was carefully dissected and cut in order to resect the lobes other than the 
RLL. Seventy percent of the liver was resected in the donor, not on the back table, 
to confi rm hemostasis. Then the graft was preserved in the preservation solution for 
3–24 h, followed by implantation into the recipient. In the recipient, prior to total 
hepatectomy, a portacaval shunt was placed to avoid mesenteric congestion. The 
inferior vena cava (suprahepatic and infrahepatic), portal vein, hepatic artery, and 
bile duct were sewn (Fig.  7 ).

  Fig. 6     Survival after liver transplantation in the rat . 
After 24-h preservation, only 38 % (3/8) achieved long-term survival. In contrast, with administra-
tion of MSCs, 88 % (7/8) survived at 7 days after transplantation       
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        Future Perspectives 

    Source for MSCs 

 MSC have been isolated from almost every type of tissue stroma, such as the bone 
marrow, adipose tissue, umbilical cord blood, placenta, kidney, liver, heart, and 
spleen. There are many reports on the positive immunomodulatory effect or regen-
erative effect of MSCs of bone marrow origin. However, retrieval of bone marrow 
from healthy volunteers or patients seems invasive. On the other hand, Banas et al. 
reported a stronger effect of adipose tissue–derived MSCs compared with 
BM-MSCs. Moreover, subcutaneous adipose tissue can be safely retrieved under 
local anesthesia or during a major operation. We have been focusing on utilizing 
MSCs from adipose tissue. The remaining problem is from whom and when adipose 
tissue can be retrieved. Potential donors are the patient him- or herself, the donor of 
the organ in transplantation, or a third party. One of the advantages of MSCs com-
pared with other cell sources is that MSCs express less HLA, leading to less rejec-
tion. Moreover, the regenerative or immunomodulatory effects are expected only in 
the short term, not in the long term. For use in cancer patients, we propose use of the 
patient’s own MSCs without immunosuppression. On the other hand, cells from all 

1. PC shunt with Anthron tube
2. Total hepatectomy
3. Put-in of the graft
4. Anastomosis of SHIVC
5. Anastomosis of IHIVC /       

re-perfusion
6. Withdraw PC shunt
7. Anastomosis of portal        

vein / reflow
8. Anastomosis of hepatic 

artery
9. Anastomosis of bile duct

Recipient Operation with reduced graft (pig)

①

④
③

②

Postoperative care

  Fig. 7     Recipient operation with a reduced graft in the pig . 
In order to avoid mesenteric congestion, a portacaval shunt was placed prior to total hepatectomy. 
Following total hepatectomy, implantation of the graft was done with multiple anastomoses       
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three sources can be utilized in transplant recipients under immunosuppression. For 
an elective cancer operation, the patient’s own MSCs can be retrieved and cultured 
for several weeks. However, stocked cells from a third party can be used for organ 
transplantation performed on an emergency basis [ 7 ,  8 ].  

    Complications 

 The most severe complication we have encountered is embolus formation due to 
cell aggregation. However, with the modifi cation using ET-Kyoto solution, we can 
keep cells in a suspended form for several hours, which secures safe administration 
of the MSCs. ET-Kyoto solution is commercially available, and its safety is estab-
lished. Potential transformation of MSCs into malignant cells can be problematic; 
however, the lifespan of the cells is limited, according to our study, and they can be 
eliminated within 2 weeks. Mild rejection will help to eliminate cells after a certain 
period as well.   

    Conclusion 

 Thanks to the support of the Uehara Memorial Foundation, we have been able to 
show the positive effect of MSCs with liver surgery. Cell damage during ischemia 
reperfusion injury is ameliorated, and liver regeneration after hepatectomy is 
enhanced by use of intravenous or intraportal MSCs. These positive effects have 
been shown both in vitro and in vivo including in a preclinical pig model.     

Open Access This chapter is distributed under the terms of the Creative Commons Attribution 
Noncommercial License, which permits any noncommercial use, distribution, and reproduction in 
any medium, provided the original author(s) and source are credited.
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      Synaptic and Axonal Plasticity Induction 
in the Human Cerebral Cortex                     

       Yoshikazu     Ugawa    

    Abstract     This chapter summarizes a newly developed method (quadripulse stimu-
lation (QPS)) to induce neural plasticity in the human brain. 

 What Is QPS? One stimulation burst consisting of four monophasic pulses is 
given every 5 s for 30 min. In total, 360 bursts (1440 pulses) are given in one ses-
sion. Short-interval QPS potentiates excitability and longer-interval QPS depresses 
the target area. QPS at intervals of 5 ms (QPS5) induces long-term potentiation 
(LTP) most effi ciently and QPS50 induces long-term depression (LTD) most effec-
tively in the human primary motor cortex (M1). 

 After QPS, no changes were found in the threshold, GABAergic function of M1, 
or acetylcholine function. In contrast, EPSP summation and sharpness of the IO 
curve are bidirectionally modulated by QPS. These fi ndings indicate that excitatory 
synaptic effi cacy is bidirectionally modulated by QPS. The effect is specifi c to the 
activated neurons. These all are consistent with synaptic LTP/LTD. 

 Dopamine enhanced both LTP of QPS5 and LTD of QPS50. It is again compat-
ible with plasticity induction in animals. These are consistent with the concept that 
LTD was enhanced by the D1 agonist and LTD by the D1 and D2 agonists together, 
but the D1 agonist alone or the D2 agonist alone induced no changes in LTD. 

 In PD patients, even at an early stage, QPS induced neither LTP- nor LTD-like 
effects in the motor cortex. This lack of plasticity was normalized by L-Dopa intake 
in parallel with motor symptom improvements.  

  Keywords     Synaptic plasticity   •   Axonal plasticity   •   Human motor cortex   • 
  Transcranial magnetic stimulation (TMS)   •   Quadripulse stimulation (QPS)   • 
  Dopamine   •   Dopamine agonist   •   Parkinson’s disease   •   Long-term potentiation (LTP)   
•   Long-term depression (LTD)  
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        Introduction 

 Neural plasticity is one main mechanism to support the fl exibility of the human 
brain. It underlies several important human brain functions such as memory (hip-
pocampus), motor learning (cerebellum), motor programming (basal ganglia), and 
so on. It has also some relation to reward learning, decision making, and addiction. 
It is well known that plasticity plays some roles also in the recovery of damaged 
function in some neurological disorders, such as cerebrovascular disease, Parkinson 
disease, dystonia, and so on. This chapter summarizes a newly developed stimula-
tion method (quadripulse stimulation (QPS)) to induce neural plasticity in the 
human brain.  

    What Is QPS? [ 1 ] 

 There are several stimulation methods to induce plastic changes in the human brain. 
QPS must be the most powerful and reliable one for human plasticity induction. 
Figure  1  shows the protocol of QPS, and Fig.  2  demonstrates a set of four stimula-
tors for QPS. After baseline (motor evoked potential) MEP recordings, one session 
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  Fig. 1    QPS protocol       
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of QPS stimulation was performed and MEPs were followed by single-pulse tran-
scranial magnetic stimulation (TMS) with the same intensity used in the baseline 
recordings (Fig.  1 ). In QPS, one stimulation burst consisting of four monophasic 
TMS pulses is given every 5 s for 30 min. In total, 360 bursts (1,440 pulses) are 
given in one session. The interval of TMS pulses was changed in different QPS 
conditioning sessions from 1.5 to 1250 ms. We evaluated the motor cortical excit-
ability using the size of MEPs to TMS pulses at the same intensity.

    Figure  3  shows typical MEPs before and after QPS5 (inter-pulse interval (IPI) 5 
ms), QPS30, and QPS50. MEPs were enlarged after QPS5, whereas they were 
decreased in size after QPS30 and PQS50. After QPS, in total, the stimulated corti-
cal area excitability is bidirectionally modulated depending on the interval of mag-
netic pulses in one burst. Short-interval QPS potentiates excitability, and 
longer-interval QPS depresses the target area. QPS at an interval of 5 ms (QPS5) 
induces long-term potentiation (LTP) most effi ciently, and QPS50 induces long- 
term depression (LTD) most effectively in the human primary motor cortex (M1). 
Figure  4  shows the relation between the QPS effect and the IPI of TMS pulses, 
which fi ts well to the well-known Bienenstock–Cooper–Munro (BCM) curve. Their 
physiological characteristics, bidirectional modulation, dependence on the interval 
of pulses, and spatial specifi city are all compatible with the plasticity reported pre-
viously. We conclude that QPS can induce neuronal plasticity in the human brain.

  Fig. 2    Transcranial magnetic stimulator set up for QPS. Four monophasic magnetic stimulators 
are combined by a combine module        
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  Fig. 3    Typical motor evoked potentials (MEPs) in the QPS experiments. The  top row  are for 
QPS5, the  middle  for QPS30 and the  bottom  for QPS50. QPS5 prominently enhanced MEPs, and 
QPS30 or QPS50 depressed MEPs       

  Fig. 4    Correlation between the main effect and the reciprocal of the inter-pulse interval of 
QPS. This time course is almost the same the Bienenstock–Cooper–Munro (BCM) curve for syn-
aptic plasticity       
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        Mechanisms Underlying QPS [ 1 ] 

 To elucidate the mechanisms underlying QPS, we compared several physiological 
features between the baseline (before QPS) and after QPS. No changes were found 
in the threshold (Fig.  5a, d ), GABAergic function of M1, or acetylcholine function. 
In contrast, both intracortical facilitation (ICF) and short-latency cortical facilita-
tion (SICF) were bidirectionally modulated by QPS5 and QPS50 (Fig.  6a, b ). Both 
of them may refl ect glutamatergic EPSP summation. The sharpness of the IO curve 
was also bidirectionally modulated by QPS (Fig.  5c, f ). The sharpness of the IO 
curve should also refl ect the excitatory synaptic function of M1. These indicate that 
excitatory synaptic effi cacy is bidirectionally modulated by QPS. Figure  5c, f  show 
the special specifi city of the QPS effect to the area conditioned by QPS. These are 
all consistent with the synaptic LTP/LTD (Fig.  7 )

     Nakatani-Enomoto et al. [ 2 ] supported the safety of QPS by recoding EEGs and 
measuring serum prolactin levels before and after QPS. Nakamura et al. [ 3 ] showed 
the independency of QPS effects on brain-derived nerve growth factor (BDNF) 

  Fig. 5    Physiological characteristics before and after QPS. The threshold is shown in ( a ) and ( d ), 
the input-output curves in ( b ) and ( e ), and somatotopic specifi city in ( c ) and ( f ). They revealed no 
changes in the threshold, bidirectional modulation of the IO curves, and somatotopic specifi city to 
the target muscle. These are all consistent with bidirectional changes in the excitatory glutamater-
gic synapses       
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  Fig. 6    Intracortical facilitation (ICF) and short-interval intracortical facilitation (SICF) before and 
after QPS. Both effects were bidirectionally modulated by QPS5 and QPS50. The results are all 
consistent with bidirectional modulation of glutamatergic synapses       

• QPS at short intervals MEP , long duration (> 75 min)
• QPS at long intervals MEP , long duration (>75 min)

• MTs no change
• MEPs at active QPS-short, ; QPS-long, 
• Recruit curve bidirectional modulation
• Input specificity FDI , ADM no change
• SICI no change
• ICF, SICF bidirectional modulation
• SAI, LAI no change

Summary of Results

  Fig. 7    Summary of physiological analyses of the mechanisms underlying QPS effects       
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polymorphism on which some plasticity induction methods depend. It is one supe-
rior point of QPS compared with other methods, especially when applying these 
methods to patients, because we do not need to consider BDNF polymorphism in 
judging the results in the patients.  

    Dopamine/Dopamine Agonists and Plasticity [ 5 ] 

    Dopamine/Dopamine Agonists in Normal Subjects [ 5 ] 

 It is well known that dopamine enhances both LTP and LTD, and the former is one 
of the D1 effects and the latter is a kind of D2 effect. To study the relation of dopa-
mine or a dopamine agonist with QPS, we compared LTP/LTD effects between the 
conditions after placebo, L-Dopa, or pramipexole intake in normal volunteers. 
Figure  8  shows typical MEPs 30 min after QPS5 and QPS50 under the conditions 

MEPs before and 30 min after QPS

0.5 mV

10 msec

QPS-5
control

Levodopaplacebo

QPS-50

pramipexole

  Fig. 8    L-Dopa or pramipexole infl uence on the QPS. The  left column  shows the baseline condi-
tion, the  other three rows  show MEPs 30 min after QPS5 or QPS50 after intake of placebo, 
L-Dopa, or pramipexole. L-Dopa enhanced both LTP- and LTD-like effects. In contrast, pramipex-
ole did not affect QPS effects       
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of placebo, L-Dopa, or pramipexole intake. Under the placebo condition, QPS5 
enlarged MEPs and QPS50 made them smaller, as shown above. Under the L-Dopa 
intake condition, both LTP-like and LTD-like effects were enhanced as compared 
with the placebo condition. In contrast, neither an LTP-like effect nor an LTD-like 
effect was modulated by pramipexole. This is again compatible with plasticity 
induction in animals. Pramipexole, almost purely a D2 agonist, may not enhance 
LTP because D1 activation strengthens LTP but D2 activation does not. It did not 
enhance the LTD-like effects, probably because both D1 and D2 coactivation is 
required for LTD [ 4 ].

       Dopamine/Dopamine Agonists in PD 

 In PD patients, even at an early stage, QPS induced neither LTP nor LTD-like effects 
in the motor cortex. This lack of plasticity was normalized by L-Dopa intake in 
parallel with motor symptom improvements.   

    Meta-plasticity [ 6 ] 

 Flexibility plays critical roles in brain function, as shown above. However, fl exibil-
ity or plasticity is sometimes harmful to the brain. Hyperpotentiation of the cerebral 
cortices may induce epilepsy, and excessive reward-seeking may produce an addic-
tion to drugs or gambling. The brain, therefore, has several mechanisms to maintain 
the stable state to some extent. In other words, the brain is as fl exible as possible, but 
within a certain safety range. To maintain this safety, the brain has meta-plasticity, 
which is called “plasticity of plasticity”. The meta-plasticity function was studied 
with some priming stimulation over the primary motor cortex (M1), premotor cor-
tex (PM), or supplementary motor cortex (SMA). Figure  9  shows the experimental 
protocol of the meta-plasticity experiment. Before the usual QPS experiments, we 
gave a priming stimulation for a short period (10 min), which had no infl uence on 
MEPs when given alone. Figure  10  shows the MEP time courses with and without 
priming stimulation (QPS5 for 10 min). In all QPS protocols, the QPS5 priming 
stimulation modulated the main QPS effects in the depressive direction. This is 
compatible with the meta-plasticity of animal experiments. It indicates that the 
human motor cortex has a safety-maintaining mechanism, just like animal M1.

        Sensory Cortical Plasticity [  7 ,  8 ] 

 The above studies were all done on M1. We studied the neural plasticity of the sen-
sory cortex in humans, using sensory evoked potentials (SEPs). SEPs were bidirec-
tionally modulated by QPS over M1. QPS5 over M1 potentiated SEPs and QPS50 
depressed SEPs, but neither QPS5 nor QPS50 over the sensory cortex (S1) had any 
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  Fig. 10    Time courses of QPS 1.5, 5, 10, 30, 50, and 100 with and without QPS5 priming over M1. 
All time courses without priming ( purple ) were depressed by the QPS5 priming stimulation. The 
facilitatory priming stimulation depressed the main conditioning effects, which is compatible with 
the meta-plastic infl uence of the priming stimulation       
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infl uence on SEPs. This indicates that S1 is more infl uenced by motor cortical excit-
ability changes than S1 excitability itself, through heterotopic synaptic plasticity. 
This fi nding may have some relation to sensory gating of motor performance. This 
directionality of sensory cortical plasticity was broken in myoclonus epilepsy 
patients. Any QPS protocols induced LTP-like effects in patients with cortical 
myoclonus but did not induce LTD. The safety-maintaining mechanisms may be 
broken in these epileptic disorders.  

    Axonal Plasticity in the Human Motor Cortex 

 All of the above works studied synaptic plasticity in the human brain, which is pro-
duced by synaptic effi cacy changes without any axonal excitability changes (thresh-
old for axonal membrane or the resting membrane potential). In some situations, 
axonal excitability changes are also induced in association with synaptic plasticity 
in animal experiments. We studied whether axonal plasticity is also induced in the 
human motor cortex after QPS over M1 using high-voltage electric stimulation 
(transcranial electrical stimulation (TES)) of M1. TES activates corticospinal tract 
axons directly, whereas TMS activates them through at least one synapse in M1 
(Fig.  11 ). We compared the QPS effects on MEPs to TMS and those on MEPs to 
TES. QPS5 over M1 induced axonal depression in association with synaptic 
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some interneurons in M1
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interneurons in M1
but through axon hillock

Interneuron in M1

Synaptic plasticity

Intrinsic property
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Site of action in various stimulation 
methods

  Fig. 11    Supposed activation sites in TMS and TES       
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potentiation, and QPS50 induced axonal potentiation and synaptic depression 
(Fig.  12 ). This is the fi rst report of axonal plasticity in the human brain.

        Future Projects for QPS 

 We would like to fi nally use QPS for treatment of neurological and psychiatric dis-
orders. Several projects are now ongoing, such as in Parkinson disease, depression, 
and cerebrovascular diseases. To show clinical effi cacy of these methods as treat-
ment, we need to  take care of several points: what sham stimulation to use, axonal 
plasticity effects in addition to synaptic plasticity effects. We are also considering 
the effects on some distant areas after QPS in treatment applications [ 9 ]. I believe 
QPS will be used as some sort of treatment in the near future.     

Open Access This chapter is distributed under the terms of the Creative Commons Attribution 
Noncommercial License, which permits any noncommercial use, distribution, and reproduction in 
any medium, provided the original author(s) and source are credited.
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      TIM-3 Is a Novel Therapeutic Target 
for Eradicating Acute Myelogenous Leukemia 
Stem Cells                     

       Koichi     Akashi    

    Abstract     Acute myelogenous leukemia (AML) is derived from self-renewing 
leukemic stem cells (LSCs). We found that T-cell immunoglobulin mucin-3 (TIM-3) 
is expressed on LSCs in most types of primary AML, except for acute promyelocytic 
leukemia (M3 by the FAB classifi cation). TIM-3 is not expressed in normal hema-
topoietic stem cells (HSCs). In a xenogeneic transplantation system, we showed that 
targeting of TIM-3 by an anti-TIM-3 cytotoxic antibody is suffi cient to eradicate 
human AML LSCs without affecting normal human hematopoiesis. These data 
strongly suggest that TIM-3 is a promising therapeutic target to cure AML patients.  

  Keywords     Acute myelogenous leukemia   •   Leukemic stem cell   •   Cancer stem cell   • 
  TIM-3   •   Hematopoietic stem cell   •   Xenotransplantation  

        Introduction 

 In normal hematopoiesis, human hematopoietic stem cells (HSCs) reside within the 
CD34 + CD38 −  cell fraction of bone marrow cells. They self-renew and differentiate 
into mature cells to maintain normal hematopoiesis. Similarly, in acute myeloge-
nous leukemia (AML), leukemic blast cells are derived from a small population 
called leukemic stem cells (LSCs) or leukemia-initiating cells, which also resides 
within the CD34 + CD38 −  cell fraction [ 1 ,  2 ]. LSCs self-renew and give rise to 
clonogenic leukemic cells, whereas non-LSCs lack the potential to self-renew or 
maintain leukemia [ 1 ,  3 ,  4 ] indicating that AML is hierarchically organized initiating 
from LSCs. 

 Conventional chemotherapy currently achieves complete remission in ~90 % of 
AML cases [ 5 ,  6 ]. However, a considerable proportion of AML patients (~60 %) 
eventually relapse after intensive chemotherapies. The recurrence of AML in these 
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patients may be caused by regrowth of surviving LSCs. To selectively kill AML 
LSCs while sparing normal HSCs, one of the most practical approaches is to target 
AML LSC-specifi c surface molecules or molecules required for LSC function. To 
achieve such specifi city, the target molecule should be expressed on LSCs at a high 
level but not on normal HSCs [ 7 ]. The molecule can be expressed in mature blood 
cells or progenitors, because these cells can anyway be replenished by normal HSCs.  

    Search for Surface Antigens Specifi c to AML LSCs 

 A number of candidate surface molecules for eradicating AML LSCs have been 
reported mainly by utilizing cDNA microarray analysis of purifi ed LSCs. Figure  1  
shows the results of transcriptome profi ling of purifi ed LSCs from AML patients 
and normal adult HSCs [ 8 ]. The molecules strongly expressed in AML LSCs, 
including CLL-1 [ 9 ], CSF1R [ 10 ], CD96 [ 11 ], and CD99 [ 12 ], are specifi cally 
expressed in LSCs. CLL-1 is a transmembrane glycoprotein [ 13 ]. The proportion of 
CLL-1-expressing CD34 + CD38 −  AML cells, however, is highly diversifi ed in cases 
[ 9 ]. CD96 is a member of the Ig gene superfamily. CD96 is expressed on activated 
T cells [ 14 ]. The expression level of CD96 protein is also high enough to clearly 
distinguish AML LSCs from normal HSCs. T-cell immunoglobulin mucin-3 (TIM- 3) 
is expressed in LSCs of most AML types (except for M3) at high levels, but is not 
expressed in normal HSCs [ 8 ]. The expression level of CD25 [ 15 ], CD32 [ 15 ], 
CD44 [ 16 ], and CD47 [ 17 ] in LSCs was only two- to threefold higher at the mRNA 
level as compared with normal HSCs, and in some AML cases, LSCs did not express 
these molecules. CD33 and CD123 [ 18 ] proteins are expressed at a high level in 
normal HSCs and myeloid progenitors, including CMPs and GMPs [ 19 ], suggesting 
that targeting these molecules should harm normal hematopoiesis.

   It might also be important to understand the function of these therapeutic target 
molecules in the development of AML. A previous study has shown that anti-CD44 
monoclonal antibodies reduced the leukemic burden and blocked secondary engraft-
ment in a NOD-SCID model [ 16 ]. This effect on LSCs was mediated in part by the 
disruption of LSC-niche interactions [ 16 ]. Anti-CD47 antibodies can block LSC 
reconstitution in a NOD-SCID model [ 17 ], and this might be due to the activation 
of phagocytosis by macrophages through inhibition of interaction of CD47 with 
SIRPA [ 20 ]. 

 Recently, we have reported that TIM-3 is expressed on the cell surface of LSCs 
in most AML types [ 8 ,  21 ]. TIM-3 is not expressed in normal human HSCs [ 8 ] (Fig.  1 ). 
Furthermore, a recent study has succeeded in prospectively isolating LSCs from 
residual HSCs within the CD34 + CD38 −  fraction in de novo AML patients by using 
TIM-3 as a positive LSC marker [ 12 ]. Here, we summarize recent progress in studies 
of TIM-3 and discuss the potential usefulness of TIM-3 for eradicating AML LSCs. 
TIM-3 has several advantages over other candidate markers. First, TIM-3 protein is 
not detectable in normal HSCs or in other myelo-erythroid or lymphoid progenitors, 
although TIM-3 is upregulated in monocyte-lineage committed progenitors. 
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Second, TIM-3 marks all functional LSCs that can reconstitute human AML in 
immunodefi cient mice in the majority of M0, M1, M2, and M4 AML cases, and its 
expression level is suffi cient to eradicate LSCs by antibody-based treatment.  

    TIM-3 Expression and Functions in Normal Hematopoiesis 

 TIM-3 was originally identifi ed as a surface molecule expressed in interferon 
(IFN)- γ-producing CD4 +  Th1 cells and CD8 +  T cytotoxic type 1 (Tc1) cells [ 22 ] in 
murine hematopoiesis. TIM-3, a type 1 cell-surface glycoprotein, has a structure 
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  Fig. 1    TIM-3 expression in normal HSCs and AML LSCs. ( a ) Results of gene expression analysis 
comparing CD34 + CD38 −  normal HSCs and AML LSCs. Surface molecules highly expressed in 
LSCs are shown. ( b ) FACS analysis of TIM-3 protein expression in normal HSCs and AML LSCs. 
Both CD34 + CD38 − CD90 −  LSCs and CD34 + CD38 + AML cells express TIM-3, whereas 
CD34 + CD38 − CD90 −  HSCs completely lack TIM-3 expression. TIM-3 expression originates within 
the CD34 + CD38 +  progenitor fraction in normal human hematopoiesis. A representative FACS 
analysis is shown here       
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that includes an N-terminal immunoglobulin variable domain followed by a mucin 
domain, a transmembrane domain, and a cytoplasmic tail (Fig.  2 ). In steady-state 
human hematopoiesis, TIM-3 is expressed in monocytes and in a fraction of NK 
cells, but not in granulocytes, B cells, or T cells [ 8 ]. However, TIM-3 is upregulated in 
T cells in response to immune reactions. TIM-3 plays an important role in regulation 
of Th1-dependent immune responses and immune tolerance [ 22 – 24 ]. Galectin-9, an 
S-type lectin, has been reported as a TIM-3 ligand in lymphocytes. Galectin-9 has 
two distinct carbohydrate recognition domains and binds to carbohydrate chains on 
the IgV domain of TIM-3. TIM-3 has highly conserved six tyrosine residues and a 
Src homology 2 (SH2) binding motif in its cytoplasmic tail, and stimulation of 
TIM-3 by galectin-9 results in increased phosphorylation of tyrosine residues in 
T cells [ 25 ]. Engagement of TIM-3 by galectin-9 induces apoptosis of Th1 cells and 
inhibits their IFN-γ production [ 26 ]. These data collectively suggest that TIM-3 is a 
negative regulator of Th1- and Tc1-driven immune responses.

   TIM-3 is also known as a marker of “exhausted” CD8 +  T cells. Exhausted T cells 
show impaired proliferation and effector function under antigen stimulation. 
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Transmembr
ane domain
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  Fig. 2    Structure of TIM-3 molecule and its ligands. TIM-3 is a type 1 cell-surface glycoprotein 
and has a structure that includes an N-terminal immunoglobulin variable domain followed by a 
mucin domain, a transmembrane domain, and a cytoplasmic tail with highly conserved six tyrosine 
residues and a SH2 binding motif. Galectin-9, HMGB1, and PS have been identifi ed as ligands 
of TIM-3       
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One of the major markers for exhausted T cells is the inhibitory molecule programmed 
cell death 1 (PD-1), and T cell function is partially restored by blocking the interac-
tion between PD-1 and PD-1 ligand in mice [ 27 ]. TIM-3 is also expressed on 
exhausted CD8 +  T cells in patients with chronic viral infections, including human 
immunodefi ciency virus (HIV) [ 28 ], hepatitis B virus [ 29 ], and hepatitis C virus 
(HCV) [ 30 ]. Blockade of both TIM-3 and PD-1 ligation can signifi cantly restore 
T cell proliferation and effector potential, suggesting that both TIM-3 and PD-1 
pathways play a major role in CD8 +  T cell exhaustion [ 31 ]. 

 TIM-3 can also modulate the immune reaction pathway to regulate innate immunity. 
NK cells and some myeloid cells, including monocytes/macrophages, dendritic 
cells, and mast cells, express TIM-3 in both human and mouse hematopoiesis. 
In NK cells, TIM-3 is induced on their surface on activation [ 32 ,  33 ], but the function 
of TIM-3 in NK cells remains controversial. It has been reported that TIM-3 is a 
human NK cell co-receptor to enhance IFN-γ production [ 32 ], but another report 
showed that NK cell-mediated cytotoxicity was reduced by cross-linking of TIM-3 [ 33 ]. 

 In terms of the myeloid lineage, TIM-3 is expressed in monocytes/macrophages, 
dendritic cells (DCs), and mast cells [ 34 – 37 ]. In human bone marrow, 
CD34 + CD38 − CD90 +  normal HSCs and the majority of CD34 + CD38 +  progenitor 
cells do not express TIM-3. Within the CD34 + CD38 +  progenitor fraction, human 
myeloid progenitors can be divided into three subpopulations, such as common 
myeloid progenitors (CMPs), granulocyte/macrophage progenitors (GMPs), and 
megakaryocyte/erythrocyte progenitors (MEPs) [ 38 ]. TIM-3 is expressed only in a 
fraction GMPs, but not in CMPs and MEPs. Purifi ed TIM-3 +  GMPs give rise mainly 
to colony-forming unit-macrophage (CFU-M), whereas TIM-3 −  GMPs can generate 
various types of myeloid colonies, suggesting that upregulation of TIM-3 occurs in 
concert with monocyte lineage commitment at the GMP stage in humans [ 8 ]. 

 In mature monocytes or dendritic cells, TIM-3 signaling synergizes with that of 
Toll-like receptors to promote secretion of tumor necrosis factor-α (TNF-α) infl am-
matory responses [ 34 ]. In addition, TIM-3 on macrophages and DCs recognizes 
phosphatidylserine (PS) in apoptotic cells through its IgV domain. Binding of PS to 
TIM-3 does not interfere with that of galectin-9 to TIM-3, as the binding sites of 
these molecules are located on opposite sides of the IgV domain. In TIM-3- 
expressing DCs, recognition of PS by TIM-3 induced enhancement of phagocytosis 
of apoptotic cells and cross-presentation of apoptotic cell-associated antigen to 
CD8 +  T cells [ 35 ]. TIM-3 expression and functions in hematopoietic cells are sum-
marized in Fig.  3 .

       TIM-3 Is a Marker of Malignant Stem Cells in Human AML 

 We have identifi ed TIM-3 as an AML LSC-specifi c surface molecule. We fi rst 
compared the gene expression profi les of CD34 + CD38 −  AML cells and normal 
HSCs by using cDNA microarray analysis (Fig.  1a ). As shown in Fig.  1b , TIM-3 
protein is not expressed in CD34 + CD38 − CD90 +  normal HSCs, but the vast majority 
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of the CD34 + CD38 −  LSCs and the CD34 + CD38 +  cells expressed TIM-3 at a high 
level in patients with most types of AML except for acute promyelocytic leukemia 
(M3) [ 8 ,  21 ]. Another group has also reported that the expression level of TIM-3 is 
especially high in immature AML cells with core-binding factor translocations or 
mutations in  CEBPA  [ 21 ]. 

 It is important to note that the TIM-3 +  fraction in AML patients contained all 
functional LSCs. We separated AML cells into the TIM-3 +  and TIM-3 −  populations 
and transplanted each population into sublethally irradiated immunodefi cient mice, 
and found that only TIM-3 +  AML cells, but not TIM-3 −  cells, reconstituted human 
AML in these mice [ 8 ]. These data suggest that targeting TIM-3 +  cells is suffi cient 
for eradication of LSCs in AML patients.  

    Targeting AML-LSCs by Monoclonal Anti-TIM-3 Killing 
Antibodies in a Xenograft Model 

 To utilize TIM-3 to target AML LSCs, it is critical to establish anti-human TIM-3 
antibodies that can kill TIM-3-expressing cells in vivo. To achieve successful 
antibody- based treatment, antibody-dependent cellular cytotoxicity (ADCC) and 
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  Fig. 3    TIM-3 expression and functions in normal hematopoietic cells. TIM-3 is expressed in Th1 
cells, exhausted CD8 +  T cells, NK cells, monocytes, and dendritic cells in normal hematopoiesis. 
The functions of TIM-3 differ by cell type and context       
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complement-dependent cytotoxicity (CDC) activities are critical to eliminate target 
cells [ 39 ]. Additionally, recent studies have suggested that antibody-dependent 
cellular phagocytosis (ADCP) could play an important role in killing target cells 
in vitro [ 40 ] and in vivo [ 41 ]. 

 An anti-TIM-3 monoclonal antibody (IgG2b) was obtained by immunizing 
Balb/c mice with L929 cells stably expressing human TIM-3 and soluble TIM-3 
protein [ 8 ]. In this antibody, the variable portions of the VH regions of the cloned 
hybridoma that recognize TIM-3 were grafted onto IgG2a Fc regions, because the 
IgG2a subclass is most effi cient to induce ADCC activity in mice [ 42 ,  43 ]. The clone 
called ATIK2a was established, and it was effective in killing TIM-3- expressing cell 
lines by its CDC and ADCC activities [ 8 ]. 

 We then tested the effect of ATIK2a on the growth of AML LSCs or normal 
HSCs in xenograft models. NOD-SCID mice transplanted with 10 5  CD34 +  cord 
blood cells were treated with ATIK2a. These mice were reconstituted with normal 
hematopoiesis with nearly equal percentages of human cell chimerisms, although 
human mature monocytes were depleted. In contrast, in mice reconstituted with 
human AML, ATIK2a exerted profound effects on leukemia development. The mice 
were transplanted with human AML of M0, M1, and M4 types, and after confi rma-
tion of AML development in these mice, ATIK2a was injected six times over 2 
weeks. Strikingly, human AML cells disappeared in mice treated with ATIK2a but 
not in those with control IgG treatment. These data strongly suggest that targeting 
of AML LSCs by utilizing anti-TIM-3 killing antibodies is a practical approach to 
cure human AML.  

    TIM-3 Is a Functional Molecule for AML LSC Maintenance 

 Since TIM-3 has a tyrosine residue and SH2 domain that can activate Src family 
proteins, we hypothesized that TIM-3 signaling has some function to maintain 
AML-LSCs. We found that the serum levels of galectin-9, a TIM-3 ligand, were 
signifi cantly (>10-fold) elevated in AML patients but not in normal individuals on 
an ELISA assay. Furthermore, TIM-3 +  AML cells had abundant galectin-9 protein 
in their cytoplasm, and they secreted galectin-9 in the sera of mice transplanted with 
human AML. Mice reconstituted with normal human HSCs or B cell acute lympho-
blastic leukemia did not have detectable levels of serum galectin-9. These results 
collectively suggest that AML cells secreted galectin-9 in an autocrine manner. 
Furthermore, TIM-3 stimulation by galectin-9 in AML cells in vitro induced signifi -
cant gene expression changes including NF-κB target genes (unpublished data). 
Collectively, it is suggested that AML LSCs had growth and survival advantages 
through an autocrine stimulation loop of the TIM-3/galectin-9 system.  
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    Conclusion 

 TIM-3 has been shown to play pivotal roles in modulating immune reactions. 
By transcriptome analysis, we newly identifi ed TIM-3 as a surface molecule 
specifi c to AML LSCs but not expressed in normal HSCs. Our in vivo xenogeneic 
transplantation analysis directly showed that targeting TIM-3 could be an effi cient, 
useful therapeutic approach to eradicate AML LSCs.     
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      TGF-β LAP Degradation Products, a Novel 
Biomarker and Promising Therapeutic 
Target for Liver Fibrogenesis                     

       Mitsuko     Hara     ,     Tomokazu     Matsuura     , and     Soichi     Kojima     

    Abstract     While there are many blood and/or tissue biomarkers as well as algorithms 
clinically used to assess hepatic fi brosis, a good biomarker and therapeutic target of 
hepatic fi brogenesis, which refl ects prefi brotic changes, has not been established. 
The most fi brogenic cytokine, transforming growth factor (TGF)-β, is produced as 
a latent complex, in which TGF-β is trapped by its propeptide. On the surface of 
activated hepatic stellate cells, plasma kallikrein activates TGF-β by cleaving 
latency-associated protein (LAP) between the R 58  and L 59  residues, releasing active 
TGF-β from the complex. We made specifi c antibodies that recognize neo-C-terminal 
(R 58 ) and N-terminal (L 59 ) ends of LAP degradation products (LAP- DPs) and found 
that LAP-DPs may serve as a novel surrogate marker of TGF-β activation—namely, 
generation of active TGF-β—and is thus a therapeutic marker for TGF-β-mediated 
liver fi brogenesis in patients and can also be used to monitor effects of anti-fi brogenic 
factors or compounds for discovery of a novel anti-fi brosis drug.  

  Keywords     Biomarkers   •   Hepatic fi brogenesis   •   TGF-β   •   LAP   •   Latent TGF-β 
activation   •   Hepatic stellate cells   •   Plasma kallikrein   •   LAP-DP   •   Drug discovery   • 
  Anti- fi brosis drug  
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  LAP    Latency associated protein   
  SLC    Small latent complex   
  LTBP    Latent TGF-β binding protein   
  LLC    Large latent complex   
  PLN    Plasmin   
  PLK    Plasma kallikrein   
  LAP-DP    LAP degradation products   
  LAP β1    TGF-β1 LAP   
  BDL    Bile duct ligation   
  HBV    Hepatitis B virus   
  HCV    Hepatitis C virus   
  NASH    Non-alcoholic steatohepatitis   

          Introduction of Liver Fibrogenesis 

 Hepatic fi brosis is the excessive accumulation of extracellular matrices (ECM; 
mainly collagen) in the perisinusoidal space (or space of Disse) in the liver, and an 
important pathological step developing from chronic hepatitis to liver cirrhosis irre-
spective of etiologies [ 1 ], whereas hepatic fi brogenesis means fi brosis progression 
or an ongoing reaction producing excessive ECM, sometimes nonsymptomatic, in 
the liver [ 2 ]. While there are many blood and/or tissue biomarkers as well as 
algorithms clinically used to assess hepatic fi brosis [ 3 – 7 ], the gold standard is still 
scoring of stained collagen fi bers in the biopsy sample [ 3 ]. However, biopsy is 
invasive and risky. Imaging techniques including ultrasound elastography have been 
developed [ 3 ]. In contrast, a good biomarker and therapeutic target of hepatic fi bro-
genesis, which refl ects prefi brotic changes, has not been established [ 2 , 3 ]. Therefore, 
development of a noninvasive biomarker for hepatic fi brogenesis, which will lead 
not only to establishment of a novel diagnosis useful to prevent liver fi brosis/
cirrhosis, but also to acceleration of drug discovery and development against liver 
fi brosis, is in high demand [ 3 ].  

    Activation of Hepatic Stellate Cells 

 Hepatic stellate cells (HSCs) play a central role in the pathogenesis of hepatic fi bro-
sis by virtue of their ability to undergo a process termed “activation” [ 1 , 2 ]. During 
this process, HSCs transform into myofi broblast-like cells accompanying several 
key phenotypic changes, which collectively increase extracellular matrix accumula-
tion [ 1 – 3 ]. These include (1) cellular proliferation caused by upregulation of mito-
genic cytokines and their receptors; (2) morphologic changes with loss of stored 
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vitamin A droplets; (3) contractility caused by increased α smooth muscle actin 
(αSMA), which may constrict sinusoidal blood fl ow; and (4) fi brogenesis mainly 
caused by increased synthesis and release of collagen.  

    TGF-β and Its Activation Reaction 

 Among many cytokines and growth factors related to fi brogenesis, the most potent—
and therefore the most “fi brogenic”—cytokine is the 25 kD homodimeric cytokine, 
transforming growth factor (TGF)-β [ 8 ]. The TGF-β family is composed of three 
subtypes (TGF-β1, TGF-β2, and TGF-β3), with biological properties that are nearly 
identical [ 8 ]. TGF-β is produced as an inactive latent complex, in which active 
TGF-β is trapped by its propeptide, latency-associated protein (LAP), and to exert 
its biological activities, it must be released from the complex [ 9 ]. This reaction is 
called activation of TGF-β (Fig.  1 ). TGF-β1 is produced as a 390-amino-acid 
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  Fig. 1    TGF-β activation and signaling pathway. TGF-β is produced as a latent complex (LLC) 
composed of active TGF-β trapped by its propeptide LAP (SLC) and a matrix protein LTBP. Upon 
cleavage of LAP by proteases such as PLK, active TGF-β is released from the complex (this reac-
tion is called TGF-β activation) and exerts fi brogenic activity (stimulation of collagen synthesis) 
via binding to its receptors and Smad signaling       
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precursor protein consisting of a signal peptide of 29 amino acids, an N-terminal 
LAP, and a C-terminal region that becomes the active TGF-β1 molecule, and each 
region is dimerized through S–S bonds. After processing by cleavage at R 278 –A 279  
by a furin-like protease, the LAP still non-covalently captures the active TGF-β1, 
forming small latent complex (SLC) and preventing active TGF-β1 from binding its 
cognate receptors [ 9 ]. The active TGF-β1 and the LAP homodimers are 25 kD and 
75 kD, respectively. SLC is S–S bonded to another gene product, the latent TGF-β 
binding protein (LTBP), via C 33  residues, forming the large latent complex (LLC). 
This complex can be sequestered in the ECM (Fig.  1 ) [ 10 ] because LTBP is a mem-
ber of an ECM protein family, fi brillin [ 11 ].

   Activation of latent TGF-β is performed through different mechanisms depend-
ing on the tissue and cell types and experimental conditions, and several molecules 
are known to activate TGF-β1 in animal models [ 12 – 21 ]. These include integrins 
[ 12 – 15 ], thrombospondin [ 16 ], and proteases, such as matrix metalloproteinases 
and serine proteases [ 17 – 21 ]. The integrin αvβ6 binds to and activates latent TGF-β 
and plays a role in regulating pulmonary infl ammation and fi brosis as well as biliary 
fi brosis [ 12 – 15 ]. Thrombospondin 1 is another major activator of latent TGF-β, 
especially in the lung and pancreas, by binding to a defi ned site within LAP and 
inducing a conformational change in the latent complex [ 16 ]. In the normal liver, 
TGF-β is produced and secreted from sinusoidal endothelial cells and Kupffer cells 
(KCs, resident macrophages in the liver) at low levels. Elevated production of 
TGF-β was seen fi rst in all cell types and then mainly in hepatocytes and HSCs after 
partial hepatectomy, whereas elevated production of TGF-β was seen solely in 
HSCs after infl ammation and fi brosis [ 22 ]. TGF-β secreted from HPCs is entirely in 
the latent form, whereas TGF-β secreted from HSCs is 50–90 % in the active form 
[ 22 ]. Thus, HSCs are recognized as the major source of active TGF-β, namely the 
site of TGF-β activation, particularly in the damaged liver [ 22 , 23 ]. 

 We have addressed a potential proteolytic mechanism for latent TGF-β activation 
in HSCs by surface plasmin (PLN) and plasma kallikrein (PLK) during the forma-
tion of hepatic fi brosis [ 20 , 21 ]. PLN releases latent TGF-β from the extracellular 
matrix and activates it by cleaving LAP from latent TGF-β molecules on the HSC 
surface [ 9 , 20 ]. Lyons et al. fi rst reported that PLN digests LAP and activates TGF- 
β1 in vitro [ 24 ]. Using a protease inhibitor, camostat mesilate, we demonstrated that 
PLN and PLK are involved in the TGF-β1 activation associated with liver fi brosis 
and impaired liver regeneration in animal models [ 20 , 21 ]. However, it remained to 
be elucidated whether PLN- and/or PLK-dependent TGF-β1 activation also occurs 
during the pathogenesis of liver fi brosis in patients, as there was no good biomarker 
refl ecting protease-dependent TGF-β1 activation reaction. To answer this question, 
we determined cleavage site within LAP and made specifi c antibodies that recog-
nize LAP degradation products (LAP-DPs) bearing a neo-amino or carboxyl termi-
nus [ 25 ].  
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    TGF-β LAP-DP Serves as a Surrogate Marker for Its 
Activation Reaction 

 To identify the cleavage sites in LAP during latent TGF-β1 activation by PLN and 
PLK, recombinant human LAP β1 was digested with these proteases, the resultant 
fragments were separated by SDS-polyacrylamide gel electrophoresis (PAGE), and 
the N-terminal sequence of each LAP-DP was determined using a pulsed liquid 
protein sequencer Precise 494cLC, which revealed that PLN and PLK primarily 
cleave LAP β1 between the K 56  and L 57  residues, and the R 58  and L 59  residues, 
respectively, during proteolytic activation of latent TGF-β1 (Fig.  2 ) [ 25 ].
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  Fig. 2    Cleavage of K 56 LRL 59  within LAP activates TGF-β. PLN and PLK cleave LAP between 
K 56 –L 59  and R 58 –L 59  residues, respectively, causing release of active TGF-β1 from the latent com-
plex. The amino acid sequences around the PLN and PLK cleavage sites are illustrated. Antibodies 
that specifi cally recognize the cutting edges of LAP-DPs were produced. The  dark blue “Y”  
labeled R58 represents antibodies recognizing the C-terminal or N-terminal side LAP-DPs, 
whereas the  red “Y”  labeled L59 represents antibodies recognizing the N-terminal or C-terminal 
side LAP-DPs. A comparison of amino acid sequences from the N-terminus until the PLK cleav-
age site among three isoforms of TGF-β is presented at the bottom       
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   To detect PLK-produced LAP-DPs, we made two monoclonal antibodies. One is 
the R58 antibody detecting N-terminal side LAP-DPs terminating on the R 58  residue 
(R 58  LAP-DPs), and another is the L59 antibody detecting C-terminal side LAP- 
DPs starting from the L 59  residue (L 59  LAP-DPs). We established techniques to 
detect each LAP-DP using these antibodies [ 25 ]. The R 58  LAP-DPs remaining in 
tissues or cell surfaces through S–S bonded LTBP can be detected mostly in αSMA- 
positive activated stellate cells in liver tissues from both fi brotic animals and patients 
by immunostaining with the R58 antibody, whereas the L 59  LAP-DPs were not 
detectable by immunostaining with the L59 antibody [ 25 ]. Figure  3  shows the 
results obtained from bile duct ligation (BDL) mice. These mice often exhibited 
granulomatous lesions ( panel a ), in which fi broblastic cells infi ltrated and started 
ECM production ( panel b ). Importantly, the R 58  LAP-DPs were detected in granu-
lomatous lesions prior to Sirius red positivity, namely before collagen accumulation 
(arrowheads in  panel c ). In contrast, L59 antibody failed to stain the L 59  LAP-DPs, 
although various antigen unmasking procedures were treated ( panel d ). We found 
that the L 59  LAP-DPs were released into the blood and could be measured by an 
ELISA using the L59 antibody (Hara et al., unpublished data). In panels  e–h , non-
parenchymal regions were recognized by antibody R58 (arrowheads in  panel e ), 
and mostly overlapped with αSMA-positive HSCs (arrowheads in  panel f ), but not 
with CD31-positive liver sinusoidal endothelial cells ( panel g ) nor with CD68- 
positive KCs (hepatic macrophages) ( panel h ). We further found that the R58 
antibody detected TGF-β1/3 LAP-DPs but not TGF-β2 LAP-DPs because of the 
similarity and difference of the R58 side sequence, respectively (Fig.  2 ). Finally, we 
succeeded in detecting R 58  LAP-DPs in patients with chronic hepatitis B and C virus 

  Fig. 3    Emergence of TGF-β LAP-DPs in activated HSCs within pre-fi brotic areas in BDL mod-
els. Liver sections from BDL-operated mice were stained by HE ( a ) and Sirius red ( b ), and immu-
nostained with R58 ( c ) and L59 ( d ) antibodies (scale bar = 50 μm), and were immunostained with 
R58 ( e ), anti-αSMA ( f ), anti-CD31 ( g ), and anti-CD68 ( h ) antibodies (scale bar = 25 μm). More 
detailed results are provided elsewhere [ 25 ]       
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(HBV and HCV, respectively) infection categorized as A1F2 and A2F2, as well as 
in patients with non-viral hepatitis, such as autoimmune hepatitis and non-alcoholic 
steatohepatitis (NASH) [ 25 ]. A specifi c cell shape called a “crown-like structure” 
(CLS) has been referred to as a biomarker for NASH in both an animal model and 
patients [ 26 ]. Recently, we found that R 58  LAP-DPs positivity well matched the 
emergence of CLS [ 27 ].

   These data suggest the occurrence of a PLK-dependent TGF-β activation reac-
tion in patients and indicate that the LAP-DP may be useful as a surrogate marker 
refl ecting PLK-dependent TGF-β1/3 activation and subsequent fi brogenesis in the 
fi brotic liver both in animal models and in patients.  

    Conclusion and Future Subjects 

 The most fi brogenic cytokine, TGF-β, is produced as a latent complex, in which 
TGF-β is trapped by its propeptide, LAP. On the surface of activated HSCs, PLK 
activates TGF-β by cleaving LAP between the R 58  and L 59  residues, releasing active 
TGF-β from the complex. We made specifi c antibodies that recognize the neo-C- 
terminal (R 58 ) and N-terminal (L 59 ) ends of the LAP-DP, and found that the LAP-DP 
may serve as a novel surrogate marker of TGF-β activation—namely, generation of 
active TGF-β—and is thereby a therapeutic marker for TGF-β-mediated liver fi bro-
genesis in patients [ 25 ]. 

 Utilizing LAP-DP antibodies, we are developing techniques to visualize the 
fi brogenic area by positron emission tomography (PET), planning to eliminate 
 activated HSCs with pertussis toxin, and undertaking the challenge to solve the 
 co- crystal structure of LAP and a LAP-DP targeting inhibitor, which binds to the 
LAP cleavage site, thereby inhibiting TGF-β activation and liver fi brosis in HBV-
infected chimeric mice (Hara et al., unpublished data). The effectiveness of an 
inhibitor against the TGF-β activation reaction has been reported in the integrin-
mediated activation of TGF-β [ 3 ,  15 ,  28 ]. LAP-DP is also used to monitor the effects 
of anti- fi brogenic factors or compounds for discovery of a novel anti-fi brosis drug. 
For example, we recently found that HCV NS3 protease mimics TGF-β2 and 
enhances liver fi brosis via binding to and activation of the TGF-β type I receptor, 
and that an anti-NS3 antibody raised against the predicted binding sites attenuates 
liver fi brosis in HCV-infected chimeric mice [ 29 ]. In this study, R58 LAP-DP stain-
ing nicely showed the anti-fi brogenic potentials of the anti-NS3 antibody. 

 The technique developed accelerates drug discovery targeting TGF-β-dependent 
fi brogenesis in patients suffering from chronic hepatitis.     
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      Cell-Based Regenerative Therapy 
for Liver Disease                     

       Kenichi     Horisawa     and     Atsushi     Suzuki    

    Abstract     The liver can regenerate itself in response to acute liver damage. However, 
chronically induced liver dysfunction interferes with the liver regeneration process 
and increases the risk of onset of more severe hepatic failure, including hepatic 
cirrhosis and liver cancer. To develop more effi cient therapeutics for chronic liver 
diseases, cell-based regenerative therapies using functional hepatocyte-like cells 
derived from pluripotent stem cells are actively under investigation. In addition to 
such stem cell–based approaches, recent studies have revealed that direct cell-fate 
conversion from fi broblasts into hepatocyte-like cells can be induced by forced 
expression of particular sets of transcription factors in fi broblasts. This phenomenon 
is known as “direct reprogramming” and is expected to be a complementary or 
alternative technology to the stem cell-based regenerative therapies. In this chapter, 
we briefl y summarize the recent progress and future perspectives of studies on 
reprogramming technologies, which are directed at the development of cell-based 
regenerative therapies for liver diseases.  
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        The Liver and Disease 

 The liver is the central organ for metabolism, by which it produces energy for life 
activities and detoxifi es various extrinsic and intrinsic harmful substances. In addi-
tion, the liver creates endocrine and exocrine materials, such as serum albumin, 
growth factors, and bile acids. The liver is developed from the foregut endoderm [ 1 ] 
and consists of parenchymal cells, such as hepatocytes, and various non- parenchymal 
cells, such as biliary epithelial cells, Kupffer cells, pit cells, hepatic stellate cells, 
mesothelial cells, and sinusoid endothelial cells [ 2 ]. Among the diverse kinds of cell 
populations, the major cell population in the liver is composed of hepatocytes, 
which play primary physiological roles in this organ. 

 The liver is one of the few organs capable of regeneration in the body. Since the 
ancient Greek era, the liver has been known to have a strong intrinsic regenerative 
ability in vivo. The famous “Prometheus” myth represents the rapid regeneration of 
this organ [ 3 ]. Indeed, deletion of two thirds of the total mass of the liver can be 
recovered completely in vivo [ 2 ]. However, chronic hepatitis generates a highly 
serious situation for the liver, and often leads to more severe hepatic failure, 
including hepatic cirrhosis and liver cancer. Thus, various conditions are attributed 
etiologically to chronic hepatitis. The most common cause of chronic hepatitis is 
infection by hepatotropic viruses, followed by alcoholic hepatitis, non-alcoholic 
fatty liver disease, drug-induced hepatitis, and autoimmune hepatitis [ 4 ].  

    Expectations for Cell-Based Regenerative Therapies 

 Many types of medical treatments have been applied to patients with chronic hepa-
titis. Although anti-infl ammatory drugs, such as ursodeoxycholic acid, glycyrrhizin, 
and liver extracts, are widely used to treat all types of chronic hepatitis, such 
treatments are only symptomatic therapies. For patients with viral hepatitis, 
antiviral drugs, such as interferon, corticosteroid, ribavirin, lamivudine, and 
azathioprine, have been specifi cally employed. However, several side effects associ-
ated with these drugs, including fever and drug-resistant strains, appear with high 
frequency [ 4 ]. 

 In the treatment of severe liver failure, organ transplantation is the ultimate solu-
tion and has a relatively high postoperative survival rate. However, there are many 
problems to be solved, including a chronic donor shortage, ethics, and immune 
rejection [ 4 ]. Therefore, cell-based regenerative therapies, which employ in vitro- 
expanded or newly generated hepatocytes, are expected to be the next-generation 
therapies. 

 Although hepatocytes have a high proliferative ability in vivo, this potential dis-
appears immediately upon in vitro culture. Consequently, innovative technologies 
that can expand, maintain, mature, and create hepatocytes in vitro are required for 
future cell-based therapies for liver disorders.  
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    Pluripotent Stem Cell–Based Approaches to Treat Liver 
Failure 

 Among the current technologies aimed toward regenerative therapies for liver 
diseases, pluripotent stem cell–based approaches could be considered to show the 
most promise. Pluripotent stem cells can differentiate into any of the cell types 
responsible for the formation of particular tissues and organs, with the exception of 
extraembryonic tissues. Embryonic stem (ES) cells have been established as plu-
ripotent stem cells and employed in basic research toward regenerative therapies for 
liver diseases. Hepatocyte differentiation from murine ES cells is generally induced 
via methods involving embryoid body (EB) formation [ 5 – 8 ]. Although EB-derived 
hepatocyte-like cells survive and function in vivo, their low differentiation frequency 
and associated teratoma formation remain as serious problems [ 9 ]. Several studies 
have tried to purify defi nitely differentiated hepatocytes or hepatic progenitor cells, 
using reporter expressions that are regulated by the promoters or enhancers of 
hepatocyte-specifi c genes, including  albumin  and  α-fetoprotein  ( Afp ) [ 10 ,  11 ]. 
Meanwhile, other studies have revealed the molecular mechanisms that regulate 
hepatocyte differentiation. In particular, employment of a liquidity factor, activin A, 
was found to effi ciently improve both the ratio of hepatocyte differentiation and the 
quality of parental ES cells [ 12 – 14 ]. Other regulatory molecules required for 
hepatocyte differentiation have also been discovered [ 15 – 17 ]. By improving the 
in vitro hepatocyte differentiation of ES cells, many researchers have succeeded in 
transplantation of mouse/human ES cell–derived hepatocyte-like cells [ 18 – 20 ]. 

 In 2006, Takahashi and Yamanaka [ 21 ] reported epoch-making artifi cial stem 
cells, termed “induced pluripotent stem” (iPS) cells. These novel stem cells can be 
expected to overcome the ethical and immunological problems associated with the 
use of ES cells [ 21 ,  22 ]. Soon after the publication of their study on iPS cells, many 
research groups started to employ these novel stem cells for in vitro hepatocyte 
differentiation using methods and knowledge accumulated in studies on ES cells 
[ 23 – 26 ]. Most recently, Takebe et al. [ 27 ] reported that vascularized and functional 
human liver bud-like structures could be formed by human iPS cells in culture and 
regenerate a part of the liver tissue upon transplantation. This technology has 
brought iPS cells closer to clinical reality. Nonetheless, iPS cells still have some 
problems to be solved, including tumorigenesis after transplantation and substantial 
costs. Thus, more vigorous basic studies are required for clinical-level applications 
using iPS cell technology.  

    Direct Reprogramming 

    Development of Direct Reprogramming Technologies 

 Recently, the strategy of direct cell-fate conversion from one cell type into another 
cell type, termed “direct reprogramming”, has rapidly expanded worldwide and is 
expected to be a complementary or alternative technology for future cell-based 
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regenerative therapies using pluripotent stem cells. This method can generate both 
mature and progenitor-like cells in specifi c lineages from other types of cells. Thus, 
the cells required for treatment of particular diseases could be provided from an 
alternative source of cells and used as donor cells for transplantation therapy. 

 The fi rst evidence for direct reprogramming was reported in the 1980s. Davis 
et al. [ 28 ] discovered a single transcription factor, Myod, that could induce fate 
conversion of fi broblasts into myoblasts. That sensational report encouraged 
researchers to look for single master transcription factors that could specify and 
govern the fate of cells in each lineage. However, studies on direct reprogramming 
subsequently went into decline for a long time, because further master transcription 
factors were not easy to discover. 

 In the last decade, the emergence of iPS cells has completely changed the situa-
tion for direct reprogramming studies [ 21 ,  22 ]. After the discovery of iPS cells, it 
was found that sets of transcription factors, rather than single transcription factors, 
could be successively identifi ed as master regulators capable of inducing fate 
conversion of cells. At present, various types of cells have been induced from 
fi broblasts, including neurons [ 29 ], cardiomyocytes [ 30 ], hepatocytes [ 31 ,  32 ], 
adipocytes [ 33 ], Sertoli cells [ 34 ], and chondrocytes [ 35 ]. Furthermore, not only 
fi broblasts but also other types of cells, such as hepatocytes [ 36 ], astrocytes [ 37 ], 
Sertoli cells [ 38 ], and B cells [ 39 ], have been employed as sources of cells for direct 
reprogramming. These fi ndings imply that direct reprogramming technology will 
become a universal method for almost all kinds of cells. Although the recent studies 
on direct reprogramming are summarized in Table  1 , studies on direct reprogram-
ming are continuing to increase year by year.

   Regarding successful cases of direct reprogramming, three different cell lineages, 
cardiomyocytes, neurons, and hepatocytes, can be considered to be well- investigated 
targets for the following reasons: (1) functional failure of these cells is critical for 
the survival of individuals; (2) a number of patients suffer from diseases associated 
with malfunction of these cells; and (3) a large number of cells should be prepared 
in vitro prior to application of these cells for transplantation therapies. Among these 
three cell types, cardiomyocytes could be considered to be the most widely studied 
cells in the fi eld of direct reprogramming. Following the publication of the fi rst 
report by Ieda et al. [ 30 ], several groups reported similar methods for cardiomyocyte 
reprogramming [ 40 – 47 ]. However, the transcription factors used for the induction 
of cardiomyocyte-like cells were different in each study (Table  1 ), and the properties 
of the cells were also inhomogeneous [ 30 ,  40 – 47 ]. The obtained evidence suggested 
fl exibility in the molecular mechanisms underlying direct  reprogramming and a 
necessity for standardized protocols toward therapeutic applications. 

 The molecular machinery for the direct induction of neuronal cells in vitro can 
be considered to be the most deeply investigated example in the fi eld of direct repro-
gramming. Vierbuchen et al. [ 29 ] showed that three transcription factors, Brm2, 
Ascl1, and Myt1l, induced conversion of mouse fi broblasts into neuron-like cells, 
designated induced neuronal (iN) cells. iN cells had neuron-specifi c characteristics, 
including neurite outgrowth, expression of specifi c neuronal markers, and electro-
physiological activities. In addition to the discovery of iN cells, the same group 
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    Table 1    Recent examples of direct reprogramming studies   

 Target cell  Source cell  Factors used  Species  References 

 Neuronal cell  Embryonic 
fi broblast 

 Brn2, Ascl1, 
and Myt1l 

 Mouse  Vierbuchen 
et al. [ 29 ] 

 Glutamatergic 
neuron 

 Cortical astrocyte  Ngn2  Mouse  Berninger et al. 
[ 56 ]; Heinrich 
et al. [ 57 ] 

 GABAergic 
neuron 

 Cortical astrocyte  Dlx2, or Dlx2 
and Ascl1 

 Mouse  Heinrich et al. 
[ 57 ] 

 Neuronal cell  Hepatocyte  Brn2, Ascl1, 
and Myt1l 

 Mouse  Marro et al. [ 36 ] 

 Dopaminergic 
neuron 

 Embryonic/skin 
fi broblast 

 Ascl1, Lmx1a, 
and Nurr1 

 Mouse/
human 

 Caiazzo 
et al. [ 58 ] 

 Neuronal cell  Fetal/postnatal 
fi broblast 

 Brn2, Ascl1, 
Myt1l, and NeuroD1 

 Human  Pang et al. [ 59 ] 

 Neuronal cell  Neonatal foreskin/
adult dermal 
fi broblast 

 Ascl1, Brn2, Myt1l, 
Lmx1a, and Foxa2 

 Human  Pfi sterer 
et al. [ 60 ] 

 Neuronal cell  Astrocyte  Brn4  Mouse  Potts et al. [ 37 ] 
 Neural stem cell  Sertoli cell  Pax6, Ngn2, Hes1, 

Id1, Ascl1, Brn2, 
cMyc, and Klf4 

 Mouse  Sheng et al. [ 38 ] 

 Cardiomyocyte  Cardiac fi broblast  Gata4, Mef2c, and Tbx5  Mouse  Ieda et al. [ 30 ] 
 Cardiomyocyte  Cardiac fi broblast  miR-1, 133, 208, 

and 499 
 Mouse  Jayawardena 

et al. [ 40 ] 
 Cardiomyocyte  Cardiac fi broblast  Gata4, Mef2c, 

Tbx5, and Hand2 
 Mouse  Song et al. [ 41 ] 

 Cardiomyocyte  Cardiac fi broblast  Gata4, Mef2c, 
and Tbx5 

 Mouse  Chen et al. [ 42 ] 

 Cardiomyocyte  Cardiac/embryonic 
fi broblast 

 Mef2c, Tbx5 + 
Myocd or Gata4 

 Mouse  Protze et al. [ 43 ] 

 Cardiomyocyte  Embryonic 
fi broblast 

 Gata4, Tbx5, Hand2, 
and Myod M3 domain 
fused with Mef2c 

 Mouse  Hirai et al. [ 44 ] 

 Cardiomyocyte  Dermal fi broblast  GATA4, MEF2C, TBX5, 
MESP1, and MYOCD 

 Human  Wada et al. [ 45 ] 

 Cardiomyocyte  Dermal fi broblast  GATA4, MEF2C, TBX5, 
ESRRG, MESP1, 
ZFPM2, and MYOCD 

 Human  Fu et al. [ 46 ] 

 Cardiomyocyte  Cardiac/embryonic 
fi broblast 

 Gata4, Mef2c, 
Tbx5 + miR133 or 
Mesp1 and Myocd 

 Mouse/
human 

 Muraoka 
et al. [ 47 ] 

 Hepatocyte  Embryonic/dermal 
fi broblast 

 Hnf4α + Foxa1, 2, or 3  Mouse  Sekiya and 
Suzuki [ 31 ] 

(continued)
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Table 1 (continued)

 Target cell  Source cell  Factors used  Species  References 

 Hepatocyte  Tail-tip fi broblast  Gata4, Hnf1α, Foxa3, 
and p19 Arf  KD 

 Mouse  Huang et al. [ 32 ] 

 Hepatocyte  Fetal limb 
fi broblast 

 FOXA3, HNF1A, 
HNF4A, and SV40 Large 
T antigen 

 Human  Huang et al. [ 53 ] 

 Hepatocyte  Embryonic 
fi broblast 

 HNF1A, HNF4A, 
HNF6, ATF5, 
PROX1, CEBP, 
MYC, and TP53 KD 

 Human  Du et al. [ 54 ] 

 Hepatocyte  Neonatal fi broblast  HNF1A + FOXA1, 
FOXA3, or HNF4A 
(mRNA) 

 Human  Simeonov and 
Uppal [ 52 ] 

 Sertoli cell  Embryonic 
fi broblast 

 Nr5a1, Wt1, Dmrt1, 
Gata4, and Sox9 

 Mouse  Buganim 
et al. [ 34 ] 

 Chondrocyte  Dermal fi broblast  KLF4, MYC, 
and SOX9 

 Human  Tam et al. [ 35 ] 

 Erythroid cell  B cell  Gata1, Scl, 
and Cebpa 

 Mouse  Sadahira 
et al. [ 39 ] 

 T cell  B cell  Pax5 KO  Mouse  Cobaleda 
et al. [ 61 ] 

 Monocyte  Skin fi broblast  Spl1, Cebpa, Mnda, 
and Irf8 

 Mouse  Suzuki et al. 
[ 62 ] 

 Macrophage  Pre-T cell  Cebpa or Cebpb  Mouse  Laiosa et al. [ 63 ] 
 Macrophage-like 
cell 

 3 T3 cell, 
embryonic/skin 
fi broblast 

 Pu.1 + Cebpa or Cebpb  Mouse  Feng et al. [ 64 ] 

 Dendritic cell  Pre-T cell  Pu.1  Mouse  Laiosa et al. [ 63 ] 
 Multilineage 
blood progenitor 

 Adult/neonatal 
dermal fi broblast 

 OCT4 + hematopoietic 
cytokine treatment 

 Human  Szabo et al. [ 65 ] 

 Megakaryocyte  3 T3 cell, dermal 
fi broblast 

 Nfe2, Mafg, 
and Mafk 

 Mouse/
human 

 Ono et al. [ 66 ] 

 Thymic 
epithelial cell 

 Embryonic 
fi broblast 

 Foxn1  Mouse  Bredenkamp 
et al. [ 67 ] 

 Vascular 
endothelial cell 

 Amniotic cell  ETV2, FLI1, ERG1 
with TGFB inhibition 

 Human  Ginsberg 
et al. [ 68 ] 

 Β cell  Pancreatic exocrine 
cell 

 Ngn3, Pdx1, and Mafa  Mouse  Zhou et al. [ 69 ] 

 Brown fat cell  Skin fi broblast  Prdm16 and Cebpb  Mouse/
human 

 Kajimura 
et al. [ 70 ] 

 Pancreatic 
islet cell 

 Hepatocyte  Ngn3  Mouse  Desgraz and 
Herrera [ 71 ] 
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revealed that remarkable epigenetic remodeling occurred in iN cells, and that Ascl1 
acted as a pioneering factor that could activate closed chromatins during the repro-
gramming [ 48 ]. A better understanding of the molecular mechanisms controlling 
direct cell-fate conversion could provide great advantages for the development and 
application of direct reprogramming technology.  

    Direct Reprogramming of Fibroblasts to Hepatocytes 

 As mentioned above, functionally mature hepatocytes are strongly demanded for 
clinical use. To supply hepatocytes safely and stably without any ethical problems, 
direct reprogramming of patient-derived non-hepatic cells into hepatocytes appears 
to be a preferable method. Such newly generated hepatocytes could be technologi-
cally and economically useful for future cell-based regenerative therapies for liver 
diseases. The fi rst studies showing direct conversion of non-hepatic cells into 
hepatocyte- like cells were independently reported by two groups: one was from 
our group [ 31 ] and the other was from Hui’s group [ 31 ,  32 ] (Fig.  1 ). Although 
both groups induced conversion of mouse fi broblasts into hepatocyte-like cells, 

Hnf4α +

Foxa1, 2, or 3

(Sekiya and Suzuki 2011 [31]) 

Hnf1α, Foxa3, Gata4,

and p19Arf knockdown

(Huang et al. 2011 [32])

HNF1A, HNF4A, FOXA3,

and SV40 Large T antigen

(Huang et al. 2014 [53])

HNF1A, HNF4A, HNF6,

ATF5, PROX1, CEBP, MYC,

and siRNA for TP53

(Du et al. 2014 [54])

Mouse

Human

Fibroblasts Hepatocyte-like

cells (iHep cells)

  Fig. 1    Direct reprogramming of fi broblasts to iHep cells. iHep cells can be induced by various 
protocols       
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the transcription factors used were different. Our group found that three 
combinations of two transcription factors, comprising a hepatocyte nuclear recep-
tor, Hnf4α [ 49 ], and members of the forkhead domain-containing transcription 
factor family, Foxa1, Foxa2, and Foxa3 [ 50 ], could induce conversion of fi broblasts 
into hepatocyte-like cells, designated induced hepatocyte-like (iHep) cells [ 31 ]. 
In contrast, Hui’s group used a combination of three transcription factors, Gata4, 
Hnf1α, and Foxa3, with siRNA-based suppression of the expression of a tumor 
suppressor, p19 Arf  [ 32 ]. Although the reprogramming factors were different, iHep 
cells could be induced in both methods, and their morphological and functional 
properties were similar [ 31 ,  32 ]. These fi ndings suggest the presence of lineage-
specifi c core transcriptional networks that can determine the fate of cells.

   iHep cells have multiple hepatocyte-specifi c properties: (1) the morphology and 
gene expression pattern of iHep cells resemble those of epithelial cells; (2) iHep 
cells express hepatocyte-specifi c genes and proteins; (3) iHep cells have functional 
features of hepatocytes, including glycogen storage, LDL uptake, ammonium 
metabolism, urea production, cytochrome P450 activity, and drug metabolism; and 
(4) iHep cells can reconstitute liver tissues, ameliorate hepatic functions of recipient 
mice, and rescue mice from a deadly hepatic disorder, hereditary tyrosinemia type 
I, upon transplantation into the liver of a mouse model of the disease. In addition to 
these features, we recently showed that iHep cells possess the potential to be 
involved in lipid metabolism, similar to hepatocytes [ 51 ]. These fi ndings suggest 
that iHep cells are useful not only for screening of drugs, but also for the treatment 
of patients with fatty liver diseases. The morphology and function of iHep cells do 
not become attenuated during culture or after freeze-preservation, which could be 
great advantages in the application of iHep cells to cell-based regenerative therapies 
for liver diseases. 

 The above-mentioned characteristics suggest that iHep cells could be a potent 
cell source for future cell transplantation therapies. However, three problems remain 
to be resolved. First, the level of hepatic function is lower in iHep cells than in pri-
mary hepatocytes. Therefore, for use of iHep cells in cell transplantation therapies, 
the level of hepatic function in iHep cells needs to be improved by inducing the 
maturation of these cells. Second, viral vectors need to be excluded from the repro-
gramming procedures, because integration of the virus genomes into the host 
genomes may induce malignant transformation of cells. Thus, other reprogramming 
strategies using chemical compounds, growth factors, or non-integrative vectors are 
expected to be practical. Recently, Simeonov and Uppal [ 52 ] demonstrated the 
potential utility of an mRNA transfection-based technique for the generation of 
iHep cells. This technology may contribute to safer induction of iHep cells. Third, 
application of iHep cell technology to human cells is still in the development stage. 
Recently, two different groups reported data on the induction of human iHep cells 
[ 53 ,  54 ]. These studies showed that the technology for iHep cell generation in 
mouse cells could be reproducible in human cells. However, there are some critical 
differences between the methods for mouse and human iHep cell induction. In the 
case of human iHep cells, activation of MYC and SV40 large T antigen and sup-
pression of TP53 are included in the methods for iHep cell generation, which have 
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a risk for inducing malignant transformation of these cells (Fig.  1 ). Thus, it is 
expected that human iHep cells capable of proliferation without growth boosters, 
which can avoid the risk of tumorigenesis, should be generated for the application 
of iHep cells in transplantation therapies. 

 Conversely, Zhu et al. [ 55 ] reported a completely different strategy for induction 
of hepatocytes in vitro. They initially used OCT4, KLF4, SOX2, and MYC to 
induce iPS cells. However, they interrupted the conversion process of iPS cells and 
continued the culture of partially reprogrammed intermediate cells in the presence 
of various growth factors and chemical compounds that are known inducers of 
hepatic differentiation. The resultant hepatocyte-like cells showed hepatocyte- 
specifi c features like iHep cells. Thus, this method could be another alternative to 
stem cell–based regenerative therapies for liver failures, as well as the technology of 
iHep cell generation.   

    Conclusions 

 Cell-based regenerative medicine is one of the most promising clinical technologies 
in the treatment of liver disorders. However, it has remained unclear whether cell- 
based therapies are actually available in clinical settings without any risk for 
patients. To reduce the associated risks, the methods for cellular reprogramming 
and differentiation procedures should be improved in ES cell, iPS cell, and iHep cell 
technologies. As one of the important approaches, we need to understand the 
molecular mechanisms underlying the generation of iHep cells and the differentia-
tion of hepatocytes, with a view to updating the technology for direct reprogram-
ming and actualizing the functional maturation of iHep cells for use in cell-based 
regenerative therapies toward liver diseases. We believe that many current efforts in 
basic research will open up a new horizon for next-generation therapies using 
directly reprogrammed cells.     
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